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Supervised deep learning can be thought of as a way of approximating an
unknown function based on a set of data samples. The space of approxim-
ating functions are represented by a neural network. The residual neural
networks constitute a particular type of network architecture that enjoys a
close connection to ordinary differential equations, the so called neural ODE.
The training of the network can in this sense be cast as a continuous optimal
control problem. This allows for a number of opportunities for discretisa-
tions and analysis of the resulting dynamical system. We shall discuss some
of these features, such as stability and equivariance. In the second part of
the talk, we shall present the application of deep neural networks to Hamilto-
nian systems. We shall then assume that the Hamiltonian is unknown and
estimate it from observed measurements by a recurrent neural network. In
this case, there will be back propagation on two levels, one for computing
the Hamiltonian vector field from the neural network representation of the
Hamiltonian, and secondly for computing gradients of the network with re-
spect to the parameters. We consider a hybrid model where the kinetic
energy is assumed to have a standard form, whereas the potential energy is
represented as a residual neural network. We give some ideas about how to
handle constrained Hamiltonian problems. Some numerical experiments will
be shown.
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