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Abstract The dynamical simulation of mechanical multibody systems has stimulated the development of theory and numerical methods for higher index differential-algebraic equations (DAEs) for more than three decades. The equations of motion are linearly implicit second order differential equations. For constrained systems, they form an index-3 DAE with a specific structure that is exploited in theoretical investigations as well as in the numerical solution. In the present survey paper, we give an introduction to this field of research with focus on classical and more recent solution techniques for the time integration of constrained mechanical systems in multibody system dynamics. Part of the material is devoted to topics of current research like multibody system models with nonlinear configuration spaces or systems with redundant constraints.

1 Introduction

Multibody system dynamics is a branch of technical mechanics that considers the dynamical interaction of rigid and flexible bodies in complex engineering systems [74]. Multibody system models are frequently used in such diverse fields of application like robotics, vehicle system dynamics, biomechanics, aerospace engineering and wind turbine design. They are composed of a finite number of rigid or flexible bodies and their connecting elements that are assumed to be massless [74, 75].

In engineering, the modelling of mechanical multibody systems follows a generic network approach [52] with basic elements like rigid bodies, flexible bodies, force elements and joints being available in model libraries. The interaction of these basic elements is described by equations of motion resulting from the principles of clas-
sical mechanics [76]. The separate modelling of system components in this network approach is attractive from the viewpoint of model setup but results systematically in a redundant system description [52]. Constraints have to be added to guarantee a consistent state of the overall multibody system model.

Formally, these constrained systems could always be transformed to an analytically equivalent ordinary differential equation (ODE) introducing appropriate generalized coordinates [17]. The progress in analysis and numerical solution of differential-algebraic equations (DAEs) allows, however, to solve the constrained systems directly in terms of the original redundant coordinates which proves to be much more efficient than (semi-)analytical solution techniques being based on a minimum set of independent coordinates. A short historical review of these developments has recently been published in [83, Section 2.4].

Constrained multibody system models are challenging from the viewpoint of DAE theory since their index is three and index reduction techniques are mandatory for a numerically stable time integration by error controlled variable step size solvers. These index reduction techniques rely on time derivatives of the constrained equations that have a direct physical interpretation as hidden constraints at the level of velocity or acceleration coordinates [40]. Classical approaches like Baumgarte stabilization [21] or the stabilized index-2 formulation of the equations of motion in the sense of Gear, Gupta and Leimkuhler [44] have been developed a long time before the “boom days” of DAE theory [83] that started in the late 1980’s.

There is a rich literature on numerical methods in multibody dynamics [36, 88], in particular on time integration methods for constrained systems. The comprehensive survey in [50, Chapter VII] is an excellent reference in this field.

Multibody system dynamics is, however, much more than just the simulation of constrained \( N \)-body systems, see Fig. 1. In engineering, the methods and software tools of multibody system dynamics are used as integration platform for multidisciplinary simulation in nonlinear system dynamics [16]. The analysis of flexible
bodies provides a close link to structural mechanics. Specific aspects of such flexible multibody systems have been discussed recently from a mathematical viewpoint [82] and from the viewpoint of engineering [20]. The monograph of Gérardin and Cardona [45] was an early attempt to bridge the gap between both disciplines.

The present paper considers some DAE aspects of multibody numerics being relevant to applications in engineering. It starts in Section 2 with an introduction to constrained systems studying systematically conditions for the existence and uniqueness of solutions for a large problem class of practical interest including systems with rank-deficient mass matrix and redundant constraints.

In Section 3, we consider systems with nonlinear configuration spaces representing the orientation of (rigid or flexible) bodies in space. The resulting model equations are substantially more complex than the ones that are typically discussed in the mathematical literature on multibody numerics. This section ends with a compact introduction to multibody formalisms that exploit the model topology for an efficient evaluation of the equations of motion in large scale engineering applications.

Section 4 provides a consistent introduction to DAE time integration methods in multibody dynamics that covers ODE based solution techniques like Runge-Kutta or linear multi-step methods [50] as well as Newmark type integrators from structural dynamics [45]. There is a special focus on the stabilized index-2 formulation of the equations of motion that may be considered as a quasi-standard in industrial multibody system simulation [11].

2 Constrained mechanical systems

In Lagrangian mechanics, the motion of a conservative mechanical system is characterized by a variational principle that takes into account the potential energy \(U(q)\) and the kinetic energy

\[
T(q, \dot{q}) := \frac{1}{2} \dot{q}^\top M(q) \dot{q}.
\]

The potential energy results in potential forces \(-\nabla U(q)\). It is formulated in terms of position coordinates \(q(t) \in \mathbb{R}^n\) that describe the configuration of the system and define velocity coordinates \(\dot{q}(t) := (dq/dt)(t)\). Mass and inertia terms are summarized in the symmetric, positive semi-definite mass matrix \(M(q) \in \mathbb{R}^{n \times n}\).

In the present section, we consider constrained systems and derive in Section 2.1 their equations of motion. These are classical results that may be found in any textbook on mechanics like, e.g., [17]. Sufficient conditions for the unique solvability of initial value problems are discussed in Section 2.2, see also [50, Section VII.1]. A more refined analysis is necessary for systems with rank-deficient mass matrix or rank-deficient constraint matrix that have recently found new interest in the literature [42] and will be studied in Section 2.3.
2.1 Equations of motion

The motion of a mechanical system may be subject to constraints in form of equations (bilateral constraints) or inequalities (unilateral constraints). In the present section, we consider holonomic constraints

\[ g(t, \mathbf{q}(t)) = 0, \quad (t \in [t_0, t_{\text{end}}]) \]  

that have to be satisfied in the whole time interval of interest. For more general types of constraints, we refer to Section 3.2 below.

To derive the equations of motion from a variational principle, we summarize kinetic and potential energy in the Lagrangian

\[ L(\mathbf{q}, \dot{\mathbf{q}}) = T(\mathbf{q}, \dot{\mathbf{q}}) - U(\mathbf{q}). \]

In the constrained case, we introduce Lagrange multipliers \( \lambda(t) \in \mathbb{R}^{n_\lambda} \) to couple \( n_\lambda \leq n_\mathbf{q} \) holonomic constraints (1) to \( L(\mathbf{q}, \dot{\mathbf{q}}) \) and consider the augmented action integral

\[ \int_{t_0}^{t_{\text{end}}} \left( L(\mathbf{q}(t), \dot{\mathbf{q}}(t)) - (g(t, \mathbf{q}(t)))^\top \lambda(t) \right) dt. \]

According to Hamilton’s principle of least action, the extremals of this functional coincide with the motion of the mechanical system. The Euler equations for this variational problem are given by

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_k} (\mathbf{q}, \dot{\mathbf{q}}) \right) - \frac{\partial L}{\partial q_k} (\mathbf{q}, \dot{\mathbf{q}}) + \left( \frac{\partial g}{\partial q_k} (\mathbf{q}) \right)^\top \lambda = 0, \quad (k = 1, \ldots, n_\mathbf{q}) \]  

with \( g(t, \mathbf{q}(t)) = 0 \), see (1). In vector form, they may be summarized to

\[ \mathbf{M}(\mathbf{q}) \ddot{\mathbf{q}} = \mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}) - \mathbf{G}^\top (t, \mathbf{q}) \lambda, \quad \mathbf{0} = g(t, \mathbf{q}) \]

with the constraint matrix \( \mathbf{G}(t, \mathbf{q}) := (\partial g/\partial \mathbf{q})(t, \mathbf{q}) \in \mathbb{R}^{n_\lambda \times n_\mathbf{q}} \) and the force vector

\[ \mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}) := -\nabla_{\mathbf{q}} U(\mathbf{q}) + \nabla_{\dot{\mathbf{q}}} T(\mathbf{q}, \dot{\mathbf{q}}) - \left( \frac{\partial}{\partial \mathbf{q}} \left( \nabla_{\dot{\mathbf{q}}} T(\mathbf{q}, \dot{\mathbf{q}}) \right) \right)^\top \dot{\mathbf{q}}. \]

For systems with constant mass matrix \( \mathbf{M} \), we just have \( \mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}) = -\nabla_{\mathbf{q}} U(\mathbf{q}) \) since \( \nabla_{\dot{\mathbf{q}}} T(\mathbf{q}, \dot{\mathbf{q}}) \equiv 0 \).

Example 1. The mathematical pendulum is a rather simple model problem that has been used already in the 1980’s to study constrained mechanical systems from the viewpoint of DAE theory [40, 47]. It consists of a point mass \( m > 0 \) that moves under the influence of gravity and is forced by a massless rod of length \( l > 0 \) to keep a fixed distance to the origin, see Fig. 2.

The pendulum has one degree of freedom that is given by the angle \( \alpha \) between rod and y-axis with \( \alpha^\star = 0 \) denoting the equilibrium position, see Fig. 2. Taking
into account that $x = l \sin \alpha, y = -l \cos \alpha$ implies $\dot{x} = -l \dot{\alpha} \cos \alpha$ and $\dot{y} = -l \dot{\alpha} \sin \alpha$, we may express the kinetic energy $T = m(\dot{x}^2 + \dot{y}^2)/2$ and the potential energy $U = mg_{grav} y$ in terms of $\alpha$ and $\dot{\alpha}$:

$$T(\alpha, \dot{\alpha}) = \frac{m l^2}{2} \dot{\alpha}^2, \quad U(\alpha) = -mg_{grav} l \cos \alpha$$

with $g_{grav}$ denoting the gravitational acceleration constant. The equations of motion (3) are given by the second order ordinary differential equation (ODE)

$$ml^2 \ddot{\alpha} = -mg_{grav} l \sin \alpha \Rightarrow \ddot{\alpha} = -\frac{g_{grav}}{l} \sin \alpha \quad (5)$$

since the position coordinates $\mathbf{q} = \alpha \in \mathbb{R}$ are not subject to constraints. All solutions of (5) are periodic. As a typical example, we show in Fig. 2 the phase plot $(x, \dot{x})$ for initial values $\alpha_0 = 5^\circ, \dot{\alpha}_0 = 0$rad/s that are marked in the diagram by the dot at $x_0 = l \sin(5\pi/180), \dot{x}_0 = 0$m/s. The physical model parameters are $m = 1.0$kg, $l = 1.0$m and $g_{grav} = 9.81$m/s$^2$.

An analytically equivalent description of the mathematical pendulum is given by the Cartesian coordinates $\mathbf{q} = (x, y)\top \in \mathbb{R}^2$ that are redundant and have to satisfy $x^2 + y^2 = l^2$ (Pythagorean theorem). Scaling this holonomic constraint by a factor of 1/2, we get the equations of motion

$$m \ddot{x} = -x \lambda, \quad m \ddot{y} = -mg_{grav} - y \lambda, \quad 0 = \frac{1}{2}(x^2 + y^2 - l^2),$$

see (3). The mass matrix $\mathbf{M} = ml_2$ is a constant multiple of the identity matrix $I_2 \in \mathbb{R}^{2\times2}$. Force vector and constraint matrix are given by $\mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}) = (0, -mg_{grav})\top$ and $\mathbf{G}(\mathbf{q}) = (x, y) \in \mathbb{R}^{1\times2}$.

Example 1 illustrates that one and the same mechanical system may be represented by different sets of coordinates resulting in unconstrained systems like (5).
or constrained systems like (6). Obviously, the mathematical structure of the constrained equations (6) is more complex. On the other hand, the Cartesian coordinate approach is more flexible in the modelling of more complex systems as can be seen already from the model of a chain of $N \geq 2$ mathematical pendulums:

**Example 2.** Consider a chain of $N \geq 2$ point masses $m$ being connected by massless rods of length $l$ and attach the first point mass by another massless rod of length $l$ to the origin $(x_0, y_0) = (0, 0)$. This chain of mathematical pendulums moves under the influence of gravity.

In the special case $N = 2$ we obtain the double pendulum that is depicted by the left plot of Fig. 3. Phase plots $(x_1, \dot{x}_1)$ and $(x_2, \dot{x}_2)$ illustrate the complex dynamical behaviour that is known to be chaotic. We started with zero initial velocities $\dot{q}_0 = 0$ and an initial position $q_0 = (x_1(t_0), y_1(t_0), x_2(t_0), y_2(t_0))$ that is defined by initial values for the angles $\alpha_i$ between rod “i” and the $y$-axis, ($i = 1, 2$), see Fig. 3. The physical parameter values are the same as in Example 1 and the initial values are set to $\alpha_1(t_0) = 5^\circ$, $\alpha_2(t_0) = 0^\circ$.

![Double pendulum](image)

**Fig. 3** Configuration and phase plots of a double pendulum, Cartesian coordinates.

To setup the equations of motion in the general case, we consider $N \geq 2$ point masses with Cartesian coordinates $q_i = (x_i, y_i)^T$, ($i = 1, \ldots, N$), and obtain a constrained system in $n_q = 2N$ position coordinates $q = (q_1^T, \ldots, q_N^T)^T$ that are subject to $n_l = N$ constraints $(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 = l^2$, ($i = 1, \ldots, N$). Following step-by-step the analysis in Example 1, we get the kinetic energy $T(q, \dot{q}) = \sum m(x_i^2 + y_i^2)/2$, the potential energy $U(q) = \sum m g_{\text{grav}} y_i$ and the equations of motion
with Lagrange multipliers $\lambda = (\lambda_1, \ldots, \lambda_N)^\top \in \mathbb{R}^N$. Comparing (7) with the equations of motion in compact form (3), we see that the constraints (7e) define a vector valued function $g = (g_1, \ldots, g_N)^\top$ in (3b) that yields a sparse constraint matrix $G(q) = (G_j(q))_{i,j} \in \mathbb{R}^{N \times 2N}$ with non-zero elements

$$G_{j,2i-1}(q) = x_i - x_{i-1}, \quad G_{j,2i}(q) = y_i - y_{i-1}, \quad (i = 1, \ldots, N),$$

$$G_{j,2i+1}(q) = -(x_{i+1} - x_i), \quad G_{j,2i+2}(q) = -(y_{i+1} - y_i), \quad (i = 1, \ldots, N-1).$$

The mass matrix $M(q)$ and the force vector $f(q, q)$ in the dynamical equations (3a) are given by $M = \text{blockdiag}(M_1, \ldots, M_N)$, $f = (f_1, \ldots, f_N)^\top$ with $M_i = M2$ and $f_i(q, q) = (0, -m_{\text{grav}} 1, \ldots, 1)^\top$, $(i = 1, \ldots, N)$. Cartesian coordinates are favourable to derive the equations of motion (7) since kinetic energy and potential energy are given in terms of $(x_i, y_i, x_i, y_i)$, $(i = 1, \ldots, N)$. Mass matrix and constraint matrix are sparse. Furthermore, the mass matrix $M$ is constant and block-diagonal. The sparsity pattern of the constraint matrix $G(q)$ corresponds to the coordinates of direct neighbours in the chain.

Example 2 illustrates that redundant position coordinates $q$ may help to speed-up the modelling process of complex systems. In principle such redundant coordinates $q$ and the corresponding constraints $g(t, q) = 0$ in (3) could be avoided choosing appropriate generalized coordinates. For larger systems, the use of such generalized coordinates is, however, often technically much more complicated than for simple model problems like the mathematical pendulum with equations of motion (5). As a typical example, we consider the double pendulum with the configuration being depicted in Fig. 3.

Example 3. Let $\alpha_i, (i = 1, 2)$, denote the angle between rod “i” and the y-axis and use position coordinates $q = (\alpha_1, \alpha_2)^\top \in \mathbb{R}^2$. We get

$$x_i = x_{i-1} + l \sin \alpha_i, \quad y_i = y_{i-1} - l \cos \alpha_i, \quad (i = 1, 2).$$

with $(x_0, y_0) = (0, 0)$ and may express the kinetic and potential energy in terms of $q, \dot{q}$ using $x_1 = l \alpha_1 \cos \alpha_1, x_2 = \sum_i l i \dot{\alpha}_i \cos \alpha_i, y_1 = -l \alpha_1 \sin \alpha_1, y_2 = -\sum_i l i \dot{\alpha}_i \sin \alpha_i$:

$$T(q, \dot{q}) = \sum_{i=1}^2 \frac{m}{2} (\dot{\alpha}_i^2 + \dot{y}_i^2) = \frac{m l^2}{2} \left( \dot{\alpha}_1^2 + 2 \cos(\alpha_2 - \alpha_1) \dot{\alpha}_1 \dot{\alpha}_2 + \dot{\alpha}_2^2 \right),$$

$$U(q) = \sum_{i=1}^2 m_{\text{grav}} y_i = -m_{\text{grav}} l (2 \cos \alpha_1 + \cos \alpha_2).$$
Evaluating the force vector according to (4), we have to take into account the state dependent mass matrix \( \mathbf{M}(\mathbf{q}) \) that results in \( \nabla_q^T \mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}) \neq \mathbf{0} \). Then, the equations of motion are obtained in form of a linearly implicit second order system of ordinary differential equations with state dependent mass matrix \( \mathbf{M}(\mathbf{q}) \):

\[
\begin{pmatrix}
2 \cos(\alpha_2 - \alpha_1) \\
\cos(\alpha_2 - \alpha_1)
\end{pmatrix}
\begin{pmatrix}
\dot{\alpha}_1 \\
\dot{\alpha}_2
\end{pmatrix}
= 
\begin{pmatrix}
-2 g_{\text{grav}} \sin \alpha_1 + \sin(\alpha_2 - \alpha_1) \dot{\alpha}_1^2 \\
- \frac{g_{\text{grav}}}{l} \sin \alpha_2 - \sin(\alpha_2 - \alpha_1) \dot{\alpha}_1^2
\end{pmatrix}.
\]

For the double pendulum, these algebraic manipulations may still be performed by hand but for larger systems the use of computer algebra programs becomes mandatory. As an alternative, we will consider in Section 3.3 below a mixed co-ordinate formulation that allows to evaluate the accelerations \( \ddot{\mathbf{q}}(t) \) numerically by a block Gauss elimination for a large sparse system of linear equations.

### 2.2 Existence and uniqueness

Holonomic constraints (1) restrict the configuration space at the level of position coordinates. They imply hidden constraints at the level of velocity coordinates \( \dot{\mathbf{q}} \) that are obtained by differentiation of (1) w.r.t. \( t \):

\[
0 = \frac{d}{dt} \mathbf{g}(t, \mathbf{q}(t)) = \frac{\partial \mathbf{g}}{\partial t}(t, \mathbf{q}(t)) + \frac{\partial \mathbf{g}}{\partial \mathbf{q}}(t, \mathbf{q}(t)) \dot{\mathbf{q}}(t) = \mathbf{g}_r(t, \mathbf{q}) + \mathbf{G}(t, \mathbf{q}) \dot{\mathbf{q}}. \tag{8}
\]

The second time derivative of the holonomic constraints (1) defines hidden constraints at the level of acceleration coordinates \( \ddot{\mathbf{q}} \):

\[
0 = \frac{d^2}{dt^2} \mathbf{g}(t, \mathbf{q}(t)) = \mathbf{g}_r(t, \mathbf{q}) + 2 \mathbf{g}_q(t, \mathbf{q}) \dot{\mathbf{q}} + \mathbf{G}(t, \mathbf{q}) \ddot{\mathbf{q}} + \mathbf{g}_{\mathbf{qq}}(t, \mathbf{q}) \dot{\mathbf{q}} \dot{\mathbf{q}} \tag{9}
\]

with \( \mathbf{g}_q(t, \mathbf{q}) = \mathbf{G}_r(t, \mathbf{q}) \). The curvature term \( \mathbf{g}_{\mathbf{qq}}(t, \mathbf{q}) \dot{\mathbf{q}} \dot{\mathbf{q}} \) represents the second partial derivatives of the vector valued function \( \mathbf{g}(t, \mathbf{q}) \) w.r.t. its vector valued argument \( \mathbf{q} \) in the sense that

\[
\mathbf{g}_{\mathbf{qq}}(t, \mathbf{q})(\mathbf{w}, \mathbf{z}) = \frac{\partial}{\partial \mathbf{q}} (\mathbf{G}(t, \mathbf{q}) \mathbf{w}) \mathbf{z}, \ (\mathbf{w}, \mathbf{z} \in \mathbb{R}^n). \tag{10}
\]

Here we assume tacitly that the constraint function \( \mathbf{g} \) is as often continuously differentiable as it is necessary to define the constraint matrix \( \mathbf{G}(t, \mathbf{q}) \) and to derive the hidden constraints (8) and (9). Appropriate smoothness assumptions will be specified in Theorem 1 below.

The hidden constraints (8) are part of the derivative array of DAE (3), see [26]. But they are not just the result of an abstract mathematical transformation but have a reasonable physical interpretation as well [40]. To discuss this aspect in more detail, we focus on scleronomic constraints.
that do not depend explicitly on time \( t \) and restrict the configuration of the constrained system to the manifold \( \mathcal{M} := \{ \mathbf{q} : \mathbf{g}(\mathbf{q}) = \mathbf{0} \} \).

For scleronomic constraints, the hidden constraints (8) and (9) are simplified because the partial derivatives w.r.t. \( t \) vanish identically:

\[
0 = \mathbf{G}(\mathbf{q}) \dot{\mathbf{q}},
\]

\[
0 = \mathbf{G}(\mathbf{q}) \ddot{\mathbf{q}} + \mathbf{g}_{qq}(\mathbf{q}) (\dot{\mathbf{q}}, \dot{\mathbf{q}}).
\]

Since \( \text{ker} \mathbf{G}(\mathbf{q}) \) spans the tangent space \( T_{\mathbf{q}(t)} \mathcal{M} \) of the manifold at point \( \mathbf{q} \in \mathcal{M} \), the hidden constraints (13) indicate that the velocity vector \( \dot{\mathbf{q}}(t) \) is in the tangent space \( T_{\mathbf{q}(t)} \mathcal{M} \), see Fig. 4. Therefore, the solution \( \mathbf{q}(t) \) remains in manifold \( \mathcal{M} \) for all \( t \in [t_0, t_{\text{end}}] \), see [71, 72].

**Example 4.** The mathematical pendulum is a model in the \((x, y)\)-plane with a point mass moving in the one-dimensional manifold \( \mathcal{M} = \{ \mathbf{q} = (x, y)^T : x^2 + y^2 = l^2 \} \), see Example 1. Manifold \( \mathcal{M} \) is a circle and its tangent space \( T_{\mathbf{q}(t)} \mathcal{M} \subset \mathbb{R}^2 \) consists of all vectors being orthogonal to \( \mathbf{q} \).

The trajectory \( \mathbf{q}(t) \) will follow the circle iff \( \dot{\mathbf{q}}(t) \in T_{\mathbf{q}(t)} \mathcal{M} \), i.e., iff \( 0 = (\mathbf{q}(t))^T \dot{\mathbf{q}}(t) = x(t) \dot{x}(t) + y(t) \dot{y}(t) \). This is exactly the hidden constraint (13) at the level of velocity coordinates that results from formal differentiation of constraint (6a). A second differentiation step yields the hidden constraint (14) at the level of acceleration coordinates:

\[
0 = \frac{d}{dt} (x \ddot{x} + y \ddot{y}) = x \dddot{x} + y \dddot{y} + \dot{x}^2 + \dot{y}^2.
\]

This equation may be solved w.r.t. the Lagrange multiplier \( \lambda \) since \( \ddot{x} = -x \lambda / m \), \( \ddot{y} = -g_{\text{grav}} - y \lambda / m \), see (6a,b):

\[
\lambda = \lambda(x, \dot{x}, y, \dot{y}) := m \frac{-g_{\text{grav}} y + \dot{x}^2 + \dot{y}^2}{x^2 + y^2} = m \frac{-g_{\text{grav}} y + \dot{x}^2 + \dot{y}^2}{l^2}.
\]
The dynamical equations (6a,b) with \( \lambda \) being substituted by \( \lambda(x, \dot{x}, y, \dot{y}) \) according to (15) define a system of second order ODEs for variables \( x \) and \( y \) that is analytically equivalent to the constrained system.

Initial values \((x_0, \dot{x}_0, y_0, \dot{y}_0, \lambda_0)\) for the constrained system (6) have to be consistent with the constraint (6c) at position level and with its counterparts (13) and (14) at the level of velocity and acceleration coordinates:

\[
x_0^2 + y_0^2 = l^2, \quad x_0 \dot{x}_0 + y_0 \dot{y}_0 = 0, \quad \lambda_0 = \lambda(x_0, \dot{x}_0, y_0, \dot{y}_0).
\]

Example 4 shows that holonomic constraints (1) and the corresponding hidden constraints (8), (9) define conditions on initial values \( q_0 = \bar{q}(t_0), \dot{q}_0 = \dot{q}(t_0), \lambda_0 = \lambda(t_0) \). We will discuss these conditions for constrained systems

\[
M(t, q) \ddot{q} = f(t, q, \dot{q}) - \mathbf{G}^\top(t, q) \dot{\lambda}, \\
0 = g(t, q)
\]  

with \( \mathbf{G}(t, q) = (\partial g / \partial q)(t, q) \). This problem class is slightly more general than (3) and covers time dependent force terms \( f \) as well as condensed mass matrices \( M(t, q) \) that result from the application of multibody formalisms to systems with rheonomic joint equations, see Section 3.3.

Remark 1. In some textbooks, the argument \( t \) in the equations of motion (3) and (16) is omitted to keep the notation compact. In the ODE case, this is justified by the observation that any second order system \( \ddot{x} = f(t, x, \dot{x}) \) in \( \mathbb{R}^k \) is equivalent to an autonomous system \( \ddot{x} = f(x, \dot{x}) \) in \( \mathbb{R}^{k+1} \) with \( \ddot{x} := (t, x) \), \( \dot{\bar{x}} := (0, f^\top) \), \( x_0 := (t_0, x_0^\top) \), \( \ddot{x}_0 := (1, \dot{x}_0^\top) \), see. e.g., [49, Section II.2] for the corresponding transformation in the case of first order ODEs.

Applying this transformation formally to constrained systems (16) with rheonomic constraints \( \mathbf{0} = g(t, q) \), we obtain \( \ddot{\bar{q}} = (t, q^\top) \), scleronomic constraints \( \mathbf{0} = \mathbf{g}(\bar{q}) \) and a constraint Jacobian \( \partial g / \partial \bar{q} \) that is composed of the constraint matrix \( \mathbf{G}(t, q) = (\partial g / \partial q)(t, q) \) and the partial derivatives \( \partial g / \partial t \) that do not appear in (16). Therefore, the structure of the equations of motion (16) gets lost by the transformation to an autonomous system in coordinates \( \ddot{\bar{q}} = (t, q^\top) \) if \( \partial g / \partial t \neq 0 \). That’s why we will consider the equations of motion in their original non-autonomous form (16).

The dynamical equations (16a) and the hidden constraints (9) may be summarized to a system of \( n_q + n_\lambda \) linear equations in \( \ddot{q} \) and \( \dot{\lambda} \):

\[
\begin{pmatrix}
M(t, q) & \mathbf{G}^\top(t, q) \\
\mathbf{G}(t, q) & \mathbf{0}
\end{pmatrix}
\begin{pmatrix}
\ddot{q} \\
\dot{\lambda}
\end{pmatrix} =
\begin{pmatrix}
f(t, q, \dot{q}) \\
-g(t, q) \dot{\lambda} - 2g_q(t, q)q - g_{\dot{q}}(t, q)\dot{q}
\end{pmatrix}.
\]

(17)

For any given arguments \( t, q, \dot{q} \) the Lagrange multipliers \( \lambda = \lambda(t, q, \dot{q}) \) are uniquely defined by this block structured system if the \( 2 \times 2 \) block matrix at the left hand side of (17) is non-singular.
Lemma 1. Consider a symmetric, positive semi-definite matrix \( M \in \mathbb{R}^{k \times k} \) and a matrix \( G \in \mathbb{R}^{m \times k} \) with rank \( G = m \leq k \). If \( M \) is positive definite at the null space of \( G \) then matrix

\[
\begin{pmatrix}
M & G^\top \\
G & 0
\end{pmatrix}
\]

is non-singular.

Proof. The terms \( \xi^\top M \xi \) and \( \|G \xi\|_2^2 \) are non-negative for all vectors \( \xi \in \mathbb{R}^k \) since matrix \( M \) is positive semi-definite and \( \|G \xi\|_2 \geq 0 \). Furthermore, \( \|G \xi\|_2 = 0 \) implies \( G \xi = 0 \) and \( \xi \in \ker G \), i.e., \( \xi = 0 \) or \( \xi^\top M \xi > 0 \) because \( M \) is positive definite at \( \ker G \). Taking into account that

\[
\xi^\top M \xi + \|G \xi\|_2^2 = \xi^\top (M + G^\top G) \xi
\]

we see that the symmetric matrix \( M + G^\top G \in \mathbb{R}^{k \times k} \) is positive definite. Therefore, its inverse is well defined and matrix \( G(M + G^\top G)^{-1} G^\top \in \mathbb{R}^{m \times m} \) is symmetric, positive definite for any matrix \( G \) of full rank \( m \leq k \). The assertion of the lemma follows from a block factorization of the \( 2 \times 2 \) block matrix in three non-singular factors:

\[
\begin{pmatrix}
M & G^\top \\
G & 0
\end{pmatrix} = \begin{pmatrix} I & -G^\top \\ 0 & I \end{pmatrix} \begin{pmatrix} M + G^\top G & 0 \\ G & -I \end{pmatrix} \begin{pmatrix} I & (M + G^\top G)^{-1} G^\top \\ 0 & G(M + G^\top G)^{-1} G^\top \end{pmatrix}. \]

Theorem 1. Consider vectors \( q_0, \dot{q}_0 \in \mathbb{R}^{n} \) that satisfy at \( t = t_0 \) the (hidden) constraints at the levels of position and velocity coordinates:

\[
0 = g(t_0, q_0) = G(t_0, q_0) \dot{q}_0 + g(t_0, q_0). \tag{19}
\]

We assume that functions \( M(t, q), f(t, q, \dot{q}) \) and \( g(t, q) \) are well-defined and continuous in a neighbourhood of \((t_0, q_0, \dot{q}_0)\) with \( g(t, q) \) being two times continuously differentiable. Furthermore, functions \( M, f \) and the second (partial) derivatives of \( g \) are assumed to satisfy Lipschitz conditions w.r.t. arguments \( q \) and \( \dot{q} \).

If the constraint matrix \( G(t_0, q_0) \) has full rank \( n_2 \) and the mass matrix \( M(t_0, q_0) \) is symmetric, positive semi-definite and positive definite at ker \( G(t_0, q_0) \), then there is a uniquely defined vector \( \lambda_0 \in \mathbb{R}^{n_2} \) such that the initial value problem

\[
q(t_0) = q_0, \quad \dot{q}(t_0) = \dot{q}_0, \quad \lambda(t_0) = \lambda_0
\]

for the constrained system (16) is locally uniquely solvable.

Proof. The assumptions on \( M(t_0, q_0) \) and \( G(t_0, q_0) \) imply that the \( 2 \times 2 \) block matrix at the left hand side of (17) is non-singular for arguments \( t = t_0, q = q_0 \), see Lemma 1. Therefore, this block matrix is non-singular for any arguments \((t, q)\) in a neighbourhood of \((t_0, q_0)\) since functions \( M \) and \( G \) are continuous w.r.t. \( t \) and \( q \), see [46, Lemma 2.3.3]. In this neighbourhood, the system of linear equations (17) is uniquely solvable w.r.t. \( \dot{q} \) and \( \lambda \) and defines continuous functions \( a \) and \( \lambda \) such that
\[ \ddot{q} = a(t, q, \dot{q}), \quad \lambda = \lambda(t, q, \dot{q}). \]

The initial value problem \( q(t_0) = q_0, \quad \dot{q}(t_0) = \dot{q}_0 \) for the second order ODE \( \ddot{q}(t) = a(t, q(t), \dot{q}(t)) \) is locally uniquely solvable since the right hand side \( a \) satisfies a Lipschitz condition w.r.t. \( q \) and \( \dot{q} \). The solution \( q(t) \) of this ODE initial value problem satisfies the dynamical equations (16a) with \( \dot{\lambda} := \lambda(t, q(t), \dot{q}(t)) \) since these equations are represented by the first block row in (17). The initial value for the Lagrange multipliers is uniquely defined by \( \lambda_0 := \lambda(t_0, q_0, \dot{q}_0) \).

To verify the constraint equations (16b), we consider the constraint residual \( \gamma(t) := g(t, q(t)) \) and its time derivatives

\[
\gamma(t) = g_t(t, q(t)) + G(t, q(t)) \dot{q}(t), \\
\dot{\gamma}(t) = g_t(t, q(t)) + 2g_{q}(t, q(t)) \dot{q}(t) + G(t, q(t)) \ddot{q}(t) + g_{q\dot{q}}(t, q(t))(\dot{q}(t), \dot{q}(t)),
\]

see (1), (8), (9). The second block row of (17) shows that the residual \( \gamma(t) \) in the hidden constraints (9) at the level of acceleration coordinates vanishes identically. Hence, \( \dot{\gamma}(t) \) solves the second order ODE \( \ddot{\gamma}(t) = 0 \) with initial values \( \gamma(t_0) = g(t_0, q_0) = 0 \) and \( \gamma(t_0) = G(t_0, q_0)q_0 + g_t(t_0, q_0) \dot{q}_0 = 0 \), see (19). Since this solution is unique, we get \( \gamma(t) \equiv 0 \) and therefore also \( g(t, q(t)) \equiv 0 \). I.e., the constraint equations (16b) are satisfied in the whole time interval of interest and functions \( q(t), \dot{\lambda}(t, q(t), \dot{q}(t)) \) solve the initial value problem \( q(t_0) = q_0, \quad \dot{q}(t_0) = \dot{q}_0, \quad \lambda(t_0) = \lambda_0 = \lambda(t_0, q_0, \dot{q}_0) \) for the constrained system (16).

**Definition 1.** Initial values \( q_0, \dot{q}_0 \in \mathbb{R}^n, \lambda_0 \in \mathbb{R}^{n_a} \) are consistent with the equations of motion (16) if \( q_0 \) and \( \dot{q}_0 \) satisfy the (hidden) constraints at the levels of position and velocity coordinates, see (19), and there is a vector \( q_0 \) such that \( \ddot{q} = \dot{q}_0, \quad \lambda = \lambda_0 \) solve the system of linear equations (17) with \( t := t_0, \quad q := q_0, \quad \dot{q} := \dot{q}_0. \)

**Remark 2.** a) For any consistent initial values \( q_0, \dot{q}_0, \lambda_0 \), the initial value problem \( q(t_0) = q_0, \quad \dot{q}(t_0) = \dot{q}_0, \quad \lambda(t_0) = \lambda_0 \) for DAE (16) is locally uniquely solvable if rank \( G(t_0, q_0) = n_\lambda, M(t_0, q_0) \) is symmetric positive semi-definite and positive definite at \( \ker G(t_0, q_0) \) and functions \( M, f \) and \( g \) satisfy appropriate smoothness assumptions, see Theorem 1.

b) Following a coordinate partitioning approach [89], consistent initial values \( q_0, \dot{q}_0, \lambda_0 \) may be obtained from any pair of vectors \( \tilde{q}_0, \tilde{\dot{q}}_0 \in \mathbb{R}^n \) provided that \( \|g(t_0, \tilde{q}_0)\| \leq \delta \) with a sufficiently small constant \( \delta > 0 \): The full rank assumption on the constraint matrix \( G \) allows to select in a first step \( n_\lambda \) linearly independent column vectors of \( G(t_0, \tilde{q}_0). \) There is a matrix \( \tilde{P} \in \mathbb{R}^{n \times n_\lambda} \) being composed of \( n_\lambda \) unit vectors such that \( G(t_0, \tilde{q}_0) \tilde{P} \in \mathbb{R}^{n \times n_\lambda} \) is non-singular.

In the second step, vector \( q_0 \in \mathbb{R}^n \) is decomposed into \( n_\lambda - n_\lambda \) independent coordinates \( \tilde{P}^\top q_0 \in \mathbb{R}^{n - n_\lambda} \) and \( n_\lambda \) dependent coordinates \( \tilde{q}_0 := \tilde{P}^\top q_0 \in \mathbb{R}^{n_\lambda} \) with a matrix \( \tilde{P} \in \mathbb{R}^{n \times (n_\lambda - n_\lambda)} \) that is defined such that \( \tilde{P} := (\tilde{P}, \tilde{P}) \in \mathbb{R}^{n \times n_\lambda} \) forms a permutation matrix, i.e., \( \tilde{1}_{n_\lambda} = \tilde{P}^\top = \tilde{P}^\top + \tilde{P}^\top. \) Finally, we fix \( \tilde{P}^\top q_0 := \tilde{P}^\top q_0 + \tilde{P} q_0 \) and get consistent position coordinates \( q_0 = PP^\top q_0 := PP^\top q_0 + \tilde{P} q_0 \) solving

\[ 0 = g(t_0, \tilde{P}^\top q_0 + \tilde{P} q_0) \] (21)
w.r.t. \( \mathbf{q}_0 \in \mathbb{R}^n \). According to the Implicit function theorem, Eqs. (21) are locally uniquely solvable if \( \| \mathbf{g}(t_0, \mathbf{q}_0) \| \leq \delta \ll 1 \) since

\[
\frac{\partial \mathbf{g}}{\partial \mathbf{q}_0}(t_0, \mathbf{q}_0) = \frac{\partial \mathbf{g}}{\partial \mathbf{q}}(t_0, \mathbf{q}_0) \frac{\partial \mathbf{q}_0}{\partial \mathbf{q}}(t_0, \mathbf{q}_0) = \mathbf{G}(t_0, q_0) \dot{\mathbf{P}}
\]

is non-singular by construction.

In the same way, consistent initial values \( \dot{\mathbf{q}}_0 = \dot{\mathbf{P}}\mathbf{P}^{-1} \dot{\mathbf{q}}_0 + \dot{\mathbf{P}}\mathbf{q}_0 \) with \( \dot{\mathbf{q}}_0 \in \mathbb{R}^n \) are obtained from the system of linear equations (17) that contains the second time derivative of the holonomic constraints (16b).

The 2 \times 2 block matrix in (17) is non-singular and does not depend on \( \mathbf{v}, \dot{\mathbf{v}} \) and \( \dot{\mathbf{q}}_0 \).

Therefore, the time derivative of (17) may be solved w.r.t. \( \dot{\mathbf{v}} \) and \( \dot{\mathbf{q}}_0 \) providing an explicit expression for \( \dot{\mathbf{q}}_0 \) that utilizes the third time derivative of (16b). Consequently, the differentiation index of the equivalent first order system is (at most) three [47, 60].

b) For positive definite mass matrices \( \mathbf{M}(t, \mathbf{q}) \), the dynamical equations (16a) may formally be solved w.r.t. \( \mathbf{q} = \mathbf{v} \) resulting in the first order DAE

\[
\mathbf{q} = \mathbf{v}, \quad (22a)
\]

\[
\dot{\mathbf{v}} = [\mathbf{M}^{-1}\mathbf{f}(t, \mathbf{q}, \mathbf{v}) - [\mathbf{M}^{-1}\mathbf{G}^\top](t, \mathbf{q}) \dot{\mathbf{\lambda}}], \quad (22b)
\]

\[
\mathbf{0} = \mathbf{g}(t, \mathbf{q}) \quad (22c)
\]

that is of Hessenberg form [26]. For full rank matrices \( \mathbf{G} \) and symmetric, positive definite matrices \( \mathbf{M} \), matrix \( \mathbf{G} \mathbf{M}^{-1}\mathbf{G}^\top \) is non-singular and (22b) implies

\[
\dot{\mathbf{\lambda}} = \mathbf{f}_0(t, \mathbf{q}, \mathbf{v}) - [(\mathbf{G}^{-1}\mathbf{G}^\top)^{-1}](t, \mathbf{q}) \cdot \mathbf{G}(t, \mathbf{q}) \mathbf{v} \quad (23)
\]

with an appropriate function \( \mathbf{f}_0 \). The time derivative of (23) shows that \( \dot{\mathbf{\lambda}}(t) \) is composed of functions depending on \( t, \mathbf{q}, \mathbf{v} \) and \( \dot{\mathbf{v}} = [\mathbf{M}^{-1}\mathbf{f}] - [\mathbf{M}^{-1}\mathbf{G}^\top] \dot{\mathbf{\lambda}} \) and of the vector \( \mathbf{G}(t, \mathbf{q}) \mathbf{v} \) that is pre-multiplied by the non-singular matrix \( -[\mathbf{G}^{-1}\mathbf{G}^\top]^{-1} \).

Since \( \mathbf{G}(t, \mathbf{q}) \mathbf{v} \) cannot be obtained from DAE (22) and its first two time derivatives, the differentiation index of DAE (22) is larger than two. Taking into account the upper bound from part a) of this remark, we see that the equations of motion (16) form an index-3 DAE if \( \mathbf{M}(t, \mathbf{q}) \) is symmetric and positive definite. Note, that differentiation index and perturbation index of (16) coincide since the equivalent first order system is of Hessenberg form [30, 47].
The analytical transformation of the equations of motion (16) to the Hessenberg form index-3 DAE (22) is a common approach in DAE theory. This transformation is essentially based on the assumption that the mass matrix \( M \) is symmetric, positive definite [26, 50, 58]. However, the existence and uniqueness result in Theorem 1 is not restricted to this problem class but applies as well to a class of model equations (16) with rank-deficient mass matrix \( M \). In this more general setting, the structure of (16) is more complex and its index may be less than three [12].

Example 5. A (pathological) example of problems with rank-deficient mass matrix \( M \) are constrained systems (16) with \( M(t, q) = 0_{n_q \times n_q} \). This matrix is positive semi-definite and it is positive definite at \( \ker G(t, q) \) if \( n_q = n_\lambda \) and \( G(t, q) \) is non-singular. For such systems, there is no need to consider the \( 2 \times 2 \) block system (17) since the Lagrange multipliers \( \lambda(t) = [G^{-\top} f](t, q(t), \dot{q}(t)) \) are directly defined by the dynamical equations (16a).

The differentiation index of the corresponding first order system in variables \( q, \dot{q}, \lambda \) is two [12]. If \( G \) is non-singular, \( M \equiv 0 \) and \( f \) is independent of \( \dot{q} \), then (16) defines even an index-1 DAE (in variables \( q \) and \( \lambda \)):

\[
0 = f(t, q) - G^{-\top}(t, q) \lambda, \quad 0 = g(t, q).
\]

### 2.3 Positive semi-definite mass matrices, rank deficient constraint matrices

In engineering applications, there are certain types of position coordinates \( q \) that result systematically in constrained systems (16) with rank-deficient mass matrix, see [42, 64, 86] and the references therein. From the viewpoint of physics, the kinetic energy \( T = 0.5 \dot{q}^\top M \dot{q} \) should define a positive semi-definite quadratic form and any non-zero velocity increment being compatible with the hidden constraints (8) should result in a positive contribution to \( T \), see [42]. Both properties of \( T \) are achieved by the assumptions of Lemma 1 that considers symmetric, positive semi-definite mass matrices \( M \) being positive definite at \( \ker G \).

These assumptions imply that the augmented matrix \( M + G^\top G \) with rank \( G = n_\lambda \) is symmetric, positive definite [45, Section 10.2] and the \( 2 \times 2 \) block matrix in (18) is non-singular, see Lemma 1. For a more detailed analysis, we decouple in the present section the nullspace of \( M \) from its orthogonal complement and consider furthermore systems with rank deficient constraint matrix \( G \) resulting from redundant constraints (16b) that are typical of some algorithms for computer-aided setup of complex, three dimensional multibody system models [39, 42].

Löststedt [59] pointed out that equations of motion (16) with consistent, but redundant constraints (16b) do not define unique Lagrange multipliers \( \lambda(t) \). Nevertheless, the constraint forces \(-G^\top \lambda \) and the position coordinates \( q(t) \) are well defined. Modeling aspects and analytical aspects of equations of motion (16) with rank deficient mass matrix or rank deficient constraint matrix have recently been studied in great detail by García de Jalón and Gutiérrez-López [42]. They also refer
to the work of Frączek and Wojtyra [39] who have shown that the uniqueness of \( q(t) \) can no longer be guaranteed if the dynamical equations (16a) depend non-linearly on \( \lambda \) (and the constraints (16b) are redundant), see also the more general and more abstract analysis of overdetermined and underdetermined DAEs by Kunkel and Mehrmann [58].

The internal structure of equations of motion (16) with rank deficient mass matrix \( M \) or rank deficient constraint matrix \( G \) may be studied conveniently by a decomposition of the \( 2 \times 2 \) block matrix in (18) that takes into account non-trivial nullspaces ker \( M \) and ker \( G \):

**Lemma 2.** Consider matrices \( M \in \mathbb{R}^{k \times k} \) and \( G \in \mathbb{R}^{m \times k} \) with rank \( M = r \leq k \) and rank \( G = s \leq m \leq k \). If \( M \) is symmetric, positive semi-definite and positive definite at ker \( G \) then there are non-singular matrices \( U \in \mathbb{R}^{k \times k} \) and \( Q \in \mathbb{R}^{m \times m} \) such that

\[
\begin{pmatrix}
M & G \\
G & 0
\end{pmatrix} =
\begin{pmatrix}
U & 0 \\
0 & Q
\end{pmatrix}
\begin{pmatrix}
0 & 0 & I_{k-r} \\
0 & M & G^T & 0 \\
0 & G & 0 & 0 \\
I_{k-r} & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
U^T & 0 \\
0 & Q^T
\end{pmatrix}
\]

with a non-singular matrix \( \tilde{M} \in \mathbb{R}^{r \times r} \) and a matrix \( \tilde{G} \in \mathbb{R}^{(s-(k-r)) \times r} \) that has full rank \( s-(k-r) \).

**Proof.** If \( r = \text{rank } M < k \) then the nullspace of \( M \) is non-trivial and there is an orthonormal basis \( \{ u_1, \ldots, u_{k-r} \} \) of ker \( M \). Summarizing these basis vectors in a matrix \( \tilde{U} := (u_1, \ldots, u_{k-r}) \in \mathbb{R}^{k \times (k-r)} \), we may define a matrix \( \hat{U} \in \mathbb{R}^{k \times r} \) such that \( \hat{U} := (\tilde{U} \tilde{U}) \in \mathbb{R}^{k \times k} \) is orthogonal. Since \( M \hat{U} = 0_{k \times (k-r)} \) and \( \hat{U}^T \hat{M} \hat{U} \) is symmetric, we get

\[
\hat{U}^T \hat{M} \hat{U} = \begin{pmatrix}
\hat{U}^T \\
\hat{U}^T
\end{pmatrix}
\begin{pmatrix}
0 & M \hat{U} \\
0 & \tilde{M}
\end{pmatrix}
\]

with the matrix \( \tilde{M} := \hat{U}^T \hat{M} \hat{U} \in \mathbb{R}^{r \times r} \) that is non-singular because of rank \( \tilde{M} = \text{rank } \hat{U}^T \hat{M} \hat{U} = \text{rank } M = r \).

The column vectors of \( G \hat{U} \in \mathbb{R}^{m \times (k-r)} \) are linearly independent since otherwise there would be a vector \( \zeta \in \mathbb{R}^{k-r} \) with \( \zeta \neq 0 \) and \( 0 = (G \hat{U}) \zeta = G(\hat{U} \zeta) \), i.e., \( \zeta := \hat{U} \zeta \in \text{ker } G \setminus \{0\} \). Since \( M \) is positive definite at ker \( G \), we would get

\[
0 < \zeta^T \tilde{M} \zeta = \zeta^T \hat{U}^T \hat{M} \hat{U} \zeta
\]

which contradicts span \( \hat{U} = \text{ker } M \).

Because of rank \( G \hat{U} = k-r \leq m \), there is a QR factorization

\[
G \hat{U} = \tilde{Q} \begin{pmatrix}
\tilde{R} \\
0
\end{pmatrix}
\]

with an orthogonal matrix \( \tilde{Q} \in \mathbb{R}^{m \times m} \) and a non-singular matrix \( \tilde{R} \in \mathbb{R}^{(k-r) \times (k-r)} \), see, e.g., [46]. We get
\[ \tilde{Q}^T G \tilde{U} = \begin{pmatrix} \tilde{R} & \tilde{G} \\ \hat{R} & \hat{G} \end{pmatrix} = \begin{pmatrix} 0 & \tilde{R} \\ 0 & \hat{R} \end{pmatrix} \begin{pmatrix} 0 & \hat{G} \\ I_{k-r} & 0 \end{pmatrix} \begin{pmatrix} I_{k-r} & \tilde{R}^{-1} \hat{G} \\ 0 & I_r \end{pmatrix} \]  

(26)

with matrices \( \hat{G} \in \mathbb{R}^{(m-(k-r)) \times r} \) and \( \tilde{G} \in \mathbb{R}^{(k-r) \times r} \). The right hand side of (26) is a product of three block matrices. Since the first and the last factor are non-singular, we get

\[ \text{rank } \hat{G} + \text{rank } I_{k-r} = \text{rank } \tilde{Q}^T G \tilde{U} = \text{rank } G = s, \]

i.e., \( \text{rank } \hat{G} = s - (k - r) \leq m - (k - r) \). If matrix \( G \) has full rank \( m \), then \( \hat{G} \) has full rank as well and we define \( \hat{G} := \hat{Q} \hat{G} \) with the identity matrix \( \hat{Q} := I_{m-(k-r)} \), see [12]. Otherwise, matrix \( \hat{G} \) is rank deficient and \( s - (k - r) \) linearly independent row vectors may be selected by some pivoting strategy that results in a decomposition

\[ \hat{G} = \hat{Q} \begin{pmatrix} \tilde{G} \\ 0 \end{pmatrix} \]

with non-singular \( \hat{Q} \in \mathbb{R}^{(m-(k-r)) \times (m-(k-r))} \) and a matrix \( \tilde{G} \in \mathbb{R}^{(r-(k-r)) \times r} \) of full rank \( s - (k - r) \). Inserting this expression in (26), we get

\[ G = Q \begin{pmatrix} 0 & \tilde{G} \\ 0 & 0 \end{pmatrix} U^T \]

and non-singular transformation matrices

\[ Q := \begin{pmatrix} \hat{Q} & 0 \\ 0 & \hat{R} \end{pmatrix} \in \mathbb{R}^{m \times m}, \quad U := \hat{U} \begin{pmatrix} I_{k-r} & 0 \\ \hat{R}^{-1} \tilde{G}^T & I_r \end{pmatrix} \in \mathbb{R}^{k \times k}. \]

To complete the proof, we observe that (25) implies

\[ M = \hat{U} \begin{pmatrix} 0 & 0 \\ 0 & M \end{pmatrix} \hat{U}^T = U \begin{pmatrix} 0 & 0 \\ 0 & M \end{pmatrix} U^T \]

since the second factor in the definition of \( U \) is block lower triangular and satisfies

\[ \begin{pmatrix} I_{k-r} & 0 \\ \hat{R}^{-1} \tilde{G}^T & I_r \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & M \end{pmatrix} \begin{pmatrix} I_{k-r} & \tilde{R}^{-1} \hat{G} \\ 0 & I_r \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & M \end{pmatrix}. \]

Remark 4. Consider equations of motion (16) with linear holonomic constraints \( 0 = Gq - z(t) \) and constant matrices \( M, \ G \) that satisfy the assumptions of Lemma 2 with \( k = n_q, m = n_k \). The matrix factorization (24) suggests to multiply the dynamical equations (16a) and the constraint equations (16b) by \( U^{-1} \) and \( Q^{-1} \), respectively, to decompose the \( 2 \times 2 \) block system (17) into
are summarized in the vector \( \hat{\mathbf{m}} \).

In (27), this fact is reflected by the solution of the equations of motion since the holonomic constraints \( \mathcal{C}(\mathbf{x}, t) = 0 \) of the constraint function \( \mathcal{C} \) is technically more challenging than in the linear setting of Remark 4. To avoid state dependent transformation matrices \( \mathbf{U} \) of (16b) is rank deficient, then there is no solution of the equations of motion since the holonomic constraints \( \mathcal{C}(\mathbf{x}, t) = 0 \) of the constraint function \( \mathcal{C} \) is technically more challenging than in the linear setting of Remark 4. To avoid rank deficient constraint matrix \( \mathbf{G} \).

If the mass matrix \( \mathbf{M} \) is symmetric, positive definite and \( \mathbf{G} \) has full rank, then we have \( \mathbf{q} = \bar{\mathbf{q}} \), \( \lambda = \bar{\lambda} \) and the 2 \times 2 block system (17) coincides with (27b). If \( \mathbf{M} \) is rank deficient, then \( k - r \) components of the Lagrange multipliers \( \lambda \) are explicitly defined by the \( k - r \) algebraic equations (27a) that do not depend on any derivatives of the constraint function \( \mathbf{g} \), see Example 5. Furthermore, there are \( k - r \) second order ODEs (27d) for \( k - r \) components of \( \mathbf{q} \). The solution components \( \bar{\mathbf{q}} \in \mathbb{R}^r \) and \( \bar{\lambda} \in \mathbb{R}^{r-(k-r)} \) are defined by the 2 \times 2 block system (27b) with the symmetric, positive definite reduced mass matrix \( \bar{\mathbf{M}} \) and a reduced constraint matrix \( \bar{\mathbf{G}} \) that has full rank \( s = (k-r) \).

A rank deficient constraint matrix \( \mathbf{G} \) indicates holonomic constraints (16b) that are either redundant or inconsistent. In (27), this fact is reflected by \( m - s \) equations \( \ddot{\mathbf{z}}(t) = 0 \), see (27c). If the compatibility conditions (27c) are violated, then there is no solution of the equations of motion since the holonomic constraints \( \mathbf{0} = \mathbf{Gq} - \mathbf{z}(t) \) are not consistent.

For redundant constraints, the position coordinates \( \mathbf{q} \) are uniquely defined by the solution \( \{ \mathbf{q}, \dot{\mathbf{q}} \} \) of (27b,d) and the compatibility conditions (27c) are satisfied in the whole time interval of interest. Eqs. (27a,b) define \( s = \text{rank} \ (\mathbf{G}) \) components of the Lagrange multipliers \( \lambda \in \mathbb{R}^m \) with \( m = n_\lambda \). The remaining \( m - s \) components are summarized in the vector \( \hat{\lambda} \in \mathbb{R}^{m-s} \) that does not at all appear in the decoupled equations of motion (27).

In the nonlinear case, the characterization of (consistent) redundant constraints (16b) is technically more challenging than in the linear setting of Remark 4. To avoid state dependent transformation matrices \( \mathbf{U}(t, \mathbf{q}) \), \( \mathbf{Q}(t, \mathbf{q}) \), we follow a local approach that is tailored to the existence and uniqueness result in Theorem 2 below:

**Definition 2.** Consider equations of motion (16) with \( n_\lambda \) holonomic constraints \( \mathbf{g}(t, \mathbf{q}) = \mathbf{0} \) and a constraint matrix \( \mathbf{G}(t, \mathbf{q}) := (\partial \mathbf{g}(t, \mathbf{q})/\partial \mathbf{q})(t, \mathbf{q}) \in \mathbb{R}^{n_\lambda \times n_q} \) that has constant rank in a neighbourhood of \( \mathcal{U}(t^*, \mathbf{q}^*) \) of a given point \( (t^*, \mathbf{q}^*) \in [t_0, t_{\text{end}}] \times \mathbb{R}^{n_q} \):

\[
\text{rank} \ \mathbf{G}(t, \mathbf{q}) = s \leq n_\lambda \leq n_q, \quad ((t, \mathbf{q}) \in \mathcal{U}(t^*, \mathbf{q}^*)) .
\]
The constraints \( g(t, q) = 0 \) are said to be redundant (in \( \mathcal{V}(t^*, q^*) \)) if \( \tilde{Q}g(t, q) = 0 \) implies \( g(t, q) = 0 \) for any constant matrix \( \tilde{Q} \in \mathbb{R}^{s \times m} \) with rank \( (\tilde{Q}G(t^*, q^*)) = s \).

**Theorem 2.** Consider equations of motion (16) with functions \( M, f, g \) satisfying all assumptions of Theorem 1 except the full rank assumption on \( G(t_0, q_0) \).

a) If the holonomic constraints (16b) are redundant in a neighbourhood \( \mathcal{B}_0 \) of \( (t_0, q_0) \) then there is a vector \( \tilde{\lambda}_0 \in \mathbb{R}^m \) such that the initial value problem (20) for the constrained system (16) is locally solvable. The solution \( \tilde{q}(t) \) is locally uniquely defined and independent of the choice of \( \tilde{\lambda}_0 \).

b) With these assumptions, the differentiation index and the perturbation index of (16) are bounded by three. For symmetric, positive definite mass matrices \( M(t_0, q_0) \), the variables \( q \) and \( \tilde{q} \) are solutions of an equivalent index-3 DAE in Hessenberg form.

**Proof.** Applying Lemma 2 with (constant) matrices \( M := M(t_0, q_0), G := G(t_0, q_0) \), we get the matrix decomposition (24) and (constant) non-singular transformation matrices \( U \) and \( \tilde{Q} \).

The idea of the proof is to delete in (16) all terms corresponding to the 4th block row and to the 4th block column of the 5 \times 5 block matrix in (24) and to show that the solution of this reduced system solves the original equations of motion (16) as well. We define

\[
\tilde{Q} := \begin{pmatrix} I_{m-(k-r)} & 0 & 0 \\ 0 & 0 & I_{k-r} \end{pmatrix} Q^{-1} \in \mathbb{R}^{k \times m}, \quad \tilde{g}(t, q) := \tilde{Q}g(t, q)
\]

with \( k = n_q, m = n_A, r = \text{rank } M(t_0, q_0), s = \text{rank } G(t_0, q_0) \) and get

\[
\tilde{G}(t_0, q_0) := \frac{\partial \tilde{g}}{\partial q}(t_0, q_0) = \tilde{Q}G(t_0, q_0) = \begin{pmatrix} 0 & \tilde{G}(t_0, q_0) \\ I_{k-r} & 0 \end{pmatrix} U^T.
\]

Eq. (28) shows that the left multiplication by \( \tilde{Q} \) selects \( s = \text{rank } G \) linearly independent row vectors of \( G(t_0, q_0) \), i.e., all \( m = n_A \) row vectors of \( G(t_0, q_0) \) may be represented by a linear combination of the row vectors of matrix \( \tilde{G}(t_0, q_0) \in \mathbb{R}^s \times k \) and there is a matrix \( \tilde{Q}(t_0, q_0) \in \mathbb{R}^{m \times s} \) such that

\[
G(t_0, q_0) = \tilde{Q}(t_0, q_0) \tilde{G}(t_0, q_0).
\]

The continuity of the matrix valued functions \( G(t, q) \) and \( \tilde{G}(t, q) \) implies that there is a (sufficiently small) neighbourhood \( \mathcal{B}_0 \) of \( (t_0, q_0) \) such that rank \( \tilde{G}(t, q) = s \) and

\[
G(t, q) = \tilde{Q}(t, q) \tilde{G}(t, q)
\]

with \( \tilde{Q}(t, q) \in \mathbb{R}^{m \times s} \) for all \( (t, q) \in \mathcal{B}_0 \). This matrix \( \tilde{Q}(t, q) \) has to have full rank \( s \) since the left multiplication of (30) by \( \tilde{Q} \) results in a matrix of rank \( s \).

The matrix factorization (30) allows to express the constraint forces \( -G(t, q) \lambda \)
in terms of \(-\tilde{G}^\top(t, q) \hat{\lambda}\) with \(\hat{\lambda} = \tilde{Q}^\top(t, q) \lambda \in \mathbb{R}^s\). On the other hand, we have \(-G^\top(t, q) \lambda = -\tilde{G}^\top(t, q) \hat{\lambda}\) for all \(\lambda \in \mathbb{R}^m\) satisfying

\[
\lambda = \tilde{Q}(\tilde{Q}^\top \tilde{Q})^{-1}(t, q) \hat{\lambda} + \hat{\lambda}
\]

with some \(\hat{\lambda} \in \ker \tilde{Q}^\top(t, q)\). The nullspace of \(\tilde{Q}^\top(t, q)\) has dimension \(m - s\). It is non-trivial if the constraint matrix \(G(t, q)\) is rank deficient. In that case, the variables \(\hat{\lambda}\) are left undefined by the constrained system (16), see also the corresponding discussion for systems with constant matrices \(M\) and \(G\) in Remark 4.

Because of (29), we have \(\ker \tilde{G}(t_0, q_0) \subset \ker G(t_0, q_0)\) and the mass mass matrix \(M(t_0, q_0)\) is positive definite at the nullspace of \(\tilde{G}(t_0, q_0)\). Furthermore, function \(\tilde{g}(t, q)\) satisfies the smoothness assumptions of Theorem 1 since the matrix decomposition (24) was evaluated for matrices \(M, G\) with fixed arguments \(t = t_0, q = q_0\).

Therefore, we may apply Theorem 1 to the reduced system

\[
\begin{align*}
M(t, q) \ddot{q} &= f(t, q, \dot{q}) - \tilde{G}^\top(t, q) \hat{\lambda}, \\
0 &= \tilde{g}(t, q)
\end{align*}
\]

and get a locally uniquely defined solution \(q(t)\) with initial values \(q(t_0) = q_0, \dot{q}(t_0) = \dot{q}_0\). In \(\mathbb{R}^6\), the \(s\) linearly independent constraints (32b) of the reduced system imply the \(m \geq s\) redundant constraints (16b) of the original equations of motion, see Definition 2. Furthermore, the reduced system (32) defines unique Lagrange multipliers \(\hat{\lambda}(t) \in \mathbb{R}^s\) and the set of all solutions \(\lambda(t) \in \mathbb{R}^m\) according to (31).

To prove part b) of the Theorem, we apply the index analysis of Remark 3 to the reduced system (32).

3 From constrained mechanical systems to multibody system dynamics

Mechanical multibody systems are composed of a finite number of rigid or flexible bodies being connected by joints that restrict the relative motion of bodies w.r.t. each other and by force elements like springs, dampers or actuators that cause forces and momenta acting on the interconnected bodies but do not restrict the degrees of freedom of their relative motion. The mass of a multibody system is concentrated in the bodies and the connecting elements are idealized to be massless. After space discretization of the flexible components, the mechanical state of the system may be characterized by elements of a finite dimensional configuration space that describe the position and orientation of all bodies and the elastic deformation of the flexible parts.

The equations of motion follow systematically from principles of classical mechanics that result in linearly implicit systems of second order differential equations. Efficient time integration methods in multibody numerics are essentially based on
the specific mathematical structure of these model equations. Discussing this structure, we started in Section 2 at a rather basic level with constrained systems of point masses. The modelling of rigid body systems is substantially more complex since the orientation of the bodies in 2-D or 3-D has to be taken into account which may result in nonlinear configuration spaces, see Section 3.1. There is a rich literature on the general structure of model equations in multibody system dynamics that is shortly summarized in Section 3.2. Finally, we consider in Section 3.3 some specific algorithms of multibody dynamics that exploit the topology of a multibody system model to speed-up the evaluation of the model equations.

3.1 Configuration of rigid body systems

The configuration of rigid bodies is characterized by their position and orientation in space. For simplicity, we restrict ourselves in the present section to the discussion of systems in \( \mathbb{R}^3 \) (spatial systems). Planar systems may be considered as a special case of this general setting with position coordinates being restricted to a two-dimensional subspace.

In \( \mathbb{R}^3 \), the position of body \( \bullet \) is described by coordinates \( x^0 \in \mathbb{R}^3 \) and its orientation may be represented conveniently by a rotation matrix \( R \in \text{SO}(3) \) with \( \det R = +1 \).

The special orthogonal group \( \text{SO}(3) \) is a subgroup of the general linear group \( \text{GL}(3) = \{ A : A \in \mathbb{R}^{3 \times 3} : \det A \neq 0 \} \) and forms a three-dimensional differentiable manifold in \( \mathbb{R}^9 \). Lie group theory provides the analytical framework for differential equations on such manifolds with group structure. The interested reader is referred to [48, Chapter IV] for a compact introduction and to [53] for a comprehensive survey of analytical and numerical aspects of differential equations on finite dimensional Lie groups.

**Remark 5.** a) The Lie group structure of configuration spaces may be exploited explicitly in the time integration of the equations of motion, see, e.g., [23, 28, 32, 85]. Position vector \( x \in \mathbb{R}^3 \) and rotation matrix \( R \in \text{SO}(3) \) are either combined in the direct product \( G = \text{SO}(3) \times \mathbb{R}^3 \) with group operation

\[
(R_a, x_a) \circ (R_b, x_b) = (R_a R_b, x_a + x_b)
\]

or in the semi-direct product \( G = \text{SE}(3) := \text{SO}(3) \ltimes \mathbb{R}^3 \) with group operation

\[
(R_a, x_a) \circ (R_b, x_b) = (R_a R_b, R_a x_b + x_a),
\]

see [27] and the more detailed discussions in [13] and [65]. With these notations, the configuration space of a rigid \( N \)-body system is given by the direct products \( (\text{SO}(3) \times \mathbb{R}^3)^N \) or \( (\text{SE}(3))^N \), respectively.
b) The inherent nonlinear structure of the configuration space results in nontrivial kinematic relations that express the time derivatives of the position coordinates \( q = (x, R) \in G \) in terms of velocity coordinates \( v \). The Lie group structure of \( G \) implies \( q(t) \in T_{q(t)} G \) with \( T_q G \) denoting the tangent space. Taking into account the linear structure of \( T_q G \), the velocity coordinates \( v \) are defined by elements of a linear space \( \mathbb{R}^k \). For a single rigid body, we get

\[
\dot{x}(t) = u(t) = R(t)U(t) \tag{33a}
\]

with \( u(t) \) and \( U(t) \) denoting the translation velocity w.r.t. an inertial and a body-attached frame, respectively. The corresponding angular velocities \( \omega \) (inertial frame) and \( \Omega \) (body-attached frame) are related by

\[
\tilde{\omega} = \tilde{\Omega} \cdot \tilde{R}(t) \tag{33b}
\]

with \( \tilde{\omega} : \mathbb{R}^{3} \to so(3) = \{ A \in \mathbb{R}^{3 \times 3} : A + A^\top = 0 \} \) denoting the tilde operator that maps \( \Omega \in \mathbb{R}^{3} \) to the skew-symmetric matrix

\[
\tilde{\Omega} := \begin{pmatrix}
0 & -\Omega_3 & \Omega_2 \\
\Omega_3 & 0 & -\Omega_1 \\
-\Omega_2 & \Omega_1 & 0
\end{pmatrix}
\]

and represents the vector product \( p \times q \) in \( \mathbb{R}^3 \) in the sense that \( \tilde{p}q = p \times q \) for any vectors \( p, q \in \mathbb{R}^3 \). The kinematic relations for \( R \) are given by

\[
\dot{R}(t) = \tilde{\omega}(t)R(t) = R(t)\tilde{\Omega}(t). \tag{33b}
\]

Eqs. (33) allow to represent the time derivative of \( q = (x, R) \in G \) by a velocity vector \( v \in \mathbb{R}^6 \) being composed of translation velocity and angular velocity (either in the inertial or in the body-attached frame).

The structural difference between the kinematic relations (33) and the more classical setting \( q'(t) = v(t) \) in linear spaces, see (22a), is given by the Lie group ODE (33b) on \( SO(3) \). In the following, we will discuss analytical and numerical aspects of these equations and will assume that the angular velocities are defined in the body-attached frame. As a typical model problem, we consider a slowly rotating heavy top with its tip being fixed to the origin:

**Example 6.** In the gravity field, the kinetic and potential energy of a spinning top of mass \( m \) are given by [27]

\[
T = \frac{1}{2}m\dot{x}^\top \dot{x} + \frac{1}{2}\Omega^\top J\Omega, \quad U = -x^\top m\gamma \quad \text{with} \quad \gamma = \begin{pmatrix} 0 \\ 0 \\ -g_{\text{grav}} \end{pmatrix}
\]

and the gravitational acceleration constant \( g_{\text{grav}} \). Here, the tensor of inertia \( J \) is defined w.r.t. the center of mass in the body-attached frame. If this center of mass has
position \( X \in \mathbb{R}^3 \) for the reference configuration \( R = I_3 \) then its current position in the inertial frame is given by \( x(t) = R(t)X \) since the tip of the top is fixed at the origin, see Fig. 5. This constraint implies \( \dot{x}(t) = R(t)X = R(t)\Omega(t)X \), see (33b), and we get \( \dot{x} = -RX\Omega \), \( \dot{x}^T = -\Omega^T X^T R^T = \Omega^T \tilde{X} \Omega \) and

\[
T = \frac{1}{2} \Omega^T (J - m\tilde{X} \tilde{X}) \Omega, \quad U = -X^T R^T m\gamma.
\]

In Section 2.1, we discussed the derivation of the equations of motion in linear configuration spaces using Hamilton’s principle of least action. For nonlinear configuration spaces, the nonlinear kinematic relations (33b) have to be taken into account [27]. For the heavy top problem we obtain equations of motion

\[
\dot{R} = R\dot{\Omega}, \quad (34a)
\]
\[
\dot{J}\Omega + \Omega \times \dot{J}\Omega = X \times R^T m\gamma \quad (34b)
\]

with \( J := J - m\tilde{X} \tilde{X} \) denoting the moment of inertia w.r.t. the origin [28]. The right plot of Fig. 5 shows the angular velocity \( \Omega(t) \) for model parameters \( m = 15.0 \text{kg}, \ J = \text{diag}(15.234375, 0.46875, 15.234375) \text{kg} \cdot \text{m}^2, g_{\text{grav}} = 9.81 \text{m/s}^2 \) and initial values

\[
R(0) = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad \Omega(0) = \begin{pmatrix} 0 \\ 1.5 \\ -0.0461538 \end{pmatrix} \text{ rad/s}.
\]

The direct time discretization of Lie group ODEs by Lie group integrators is a challenging topic of active research. In practical applications it is, however, more common to use parametrizations of the rotation matrix by elements of a linear space.

Remark 6. a) There is no global parametrization of \( \text{SO}(3) \) by elements of \( \mathbb{R}^3 \) but small deviations from a nominal state may be described very efficiently by three Euler angles [75]. Euler angles define a decomposition of the rotation matrix into a sequence of three elementary rotations about axes of coordinates. A common sequence of such elementary rotations is given by
with angles $\phi$ (precession), $\theta$ (nutation) and $\psi$ (spin) that are summarized in a parameter vector $\mathbf{q}_R = (\phi, \theta, \psi)^\top \in \mathbb{R}^3$.

For $\theta = \theta^* = 0$, this parametrization gets singular since only the sum $\phi + \psi$ is well defined in this case and there is a continuum of parameter vectors $\mathbf{q}_R$ yielding one and the same rotation matrix $R(q_R)$. In engineering applications, such singular configurations are avoided switching to an alternative sequence of elementary rotations whenever $|\theta|$ gets too small [75].

b) Beyond the singularities, we may insert the parametrization $R(q_R(t))$ into the kinematic relations (33b) to get a linear relation between $\dot{q}_R$ and the angular velocity $\Omega$:

$$\sum_{j=1}^3 \frac{\partial R}{\partial q_{R,j}} (q_R(t)) \dot{q}_{R,j}(t) = \frac{d}{dt} R(q_R(t)) = R(q_R(t)) \dot{\Omega}(t).$$

This equation be summarized in matrix-vector form

$$H_0(q_R(t)) \dot{q}_R(t) = \Omega(t)$$

(35)

using the matrix valued function $H_0(q_R) = (h_{ij}(q_R))_{i,j} \in \mathbb{R}^{3 \times 3}$ that is defined by its elements

$$h_{ij}(q_R) := \frac{1}{2} \left( (R^T(q_R) \frac{\partial R}{\partial q_{R,j}} (q_R))_{i_2,i_1} - (R^T(q_R) \frac{\partial R}{\partial q_{R,j}} (q_R))_{i_1,i_2} \right)$$

with indices $i_1 = l_4 = 1$, $i_2 = l_5 = 2$, $i_3 = 3$. Straightforward computations yield [75]

$$H_0(q_R) = H_0(\phi, \theta, \psi) = \begin{pmatrix} -\cos \phi \sin \theta & \sin \phi & 0 \\ \sin \phi \sin \theta & \cos \phi & 0 \\ \cos \theta & 0 & 1 \end{pmatrix} \in \mathbb{R}^{3 \times 3}.$$  

c) The linear relation $H_0(q_R) \dot{q}_R = \Omega$, see (35), may be used to eliminate for all bodies $(\bullet)\: (i)$ the angular velocity $\Omega(i)$ and its time derivative in the equations of motion resulting in a second order system (3) with configuration variables $q \in \mathbb{R}^{6N}$ being composed of the position coordinates $x(i)$ and the vectors of Euler angles $q_R(i)$ for all $N$ bodies in the rigid body system.

d) Alternatively, the kinematic relations (33b) may be substituted by

$$\dot{q}_R(t) = H_0^{-1}(q_R(t)) \Omega(t)$$

(36)

resulting in a system of first order differential equations in terms of position coordinates $q \in \mathbb{R}^{nq}$ and velocity coordinates $v \in \mathbb{R}^{nv}$.

For the heavy top model of Example 6, these coordinates are given by $q = q_R$, $v = \Omega$ with $n_q = n_v = 3$ and position coordinates $q = q_R = (\phi, \theta, \psi)^\top$ that are
shown in the left plot of Fig. 6. The nutation \( \theta(t) \) has its minimum value \( \theta(t^*) = 0.059 \text{rad} = 3.4^\circ \) at \( t = t^* \approx 1.1 \text{ s} \) without reaching the singular configuration at \( \theta^* = 0 \). The rapid changes of \( \phi \) and \( \psi \) in a neighbourhood of \( t = t^* \) may, however, result in (very) small time step sizes in an error controlled variable step size solver.

The right plots of Figs. 5 and 6 illustrate that \( \max_t \| \dot{q}_R(t) \| \) is larger by a factor of 10 than the corresponding maximum value \( \max_t \| \dot{\Omega}(t) \| \) of the angular velocity \( \dot{\Omega} \).

e) For a rigid body system with \( N \) bodies, the kinematic equations (33a) and (36) may be summarized to \( \dot{\mathbf{q}} = \mathbf{H}(\mathbf{q}) \mathbf{v} \) with position coordinates \( \mathbf{q} \) being defined by \( \mathbf{x}^{(i)} \), \( \mathbf{q}_R^{(i)} \) \( (i = 1, \ldots, N) \), and velocity coordinates \( \mathbf{v} \) that summarize the corresponding velocity terms \( \mathbf{U}^{(i)} \) and \( \mathbf{\Omega}^{(i)} \) (or their counterparts \( \mathbf{u}^{(i)}, \mathbf{\omega}^{(i)} \) in the inertial frame). The equations of motion get the form (22) with (22a) being substituted by

\[
\dot{\mathbf{q}} = \mathbf{H}(\mathbf{q}) \mathbf{v}. \tag{37}
\]

The parametrization by Euler angles is quite popular in multibody dynamics but fails systematically for systems with large rotations. In that case, parametrizations without singularities prove to be favourable. According to [85], “... it is now well established that the optimal singularity free parametrization is defined in terms of the (four) unit quaternion parameters.”

**Remark 7.**

a) Unit quaternions may be interpreted as normalized elements of \( \mathbb{R}^4 \):

\[
\mathbb{Q} = \{ \mathbf{p} = (p_0, p_1, p_2, p_3)^\top \in \mathbb{R}^4 : \| \mathbf{p} \|_2 = 1 \}.
\]

Identifying the *scalar* part \( p_0 \) of quaternion \( \mathbf{p} \) with the quaternion \( (p_0, 0, 0, 0)^\top \) and its *vector* part \( \mathbf{p} = (p_1, p_2, p_3)^\top \) with the quaternion \( (0, p_1, p_2, p_3)^\top \), we get \( \mathbf{p} = p_0 + \mathbf{p} \) and its conjugate \( \mathbf{p}^* := p_0 - \mathbf{p} \).

b) The multiplication of two quaternions \( \mathbf{p} = p_0 + \mathbf{p} \) and \( \mathbf{q} = q_0 + \mathbf{q} \) is defined by

\[
\mathbf{q} \ast \mathbf{p} = q_0 p_0 - \mathbf{q} \cdot \mathbf{p} + q_0 \mathbf{p} + p_0 \mathbf{q} + \mathbf{q} \times \mathbf{p}
\]
and allows a very compact and computationally efficient representation of rotations in terms of unit quaternions [75]. Identifying a given vector $w \in \mathbb{R}^3$ with the quaternion $0 + w$, we get $w_p := R(p)w$ by

$$
\begin{pmatrix}
0 \\
\mathbf{w}_p
\end{pmatrix} = R(p)w = \begin{pmatrix}
0 \\
\mathbf{w}
\end{pmatrix} = p \cdot \begin{pmatrix}
0 \\
\mathbf{w}
\end{pmatrix} \cdot p^* \nonumber
$$

and the parametrization

$$
R(p) = \begin{pmatrix}
   p_0^2 + p_1^2 - p_2^2 - p_3^2 & 2p_1p_2 - 2p_0p_3 & 2p_1p_3 + 2p_0p_2 \\
   2p_1p_2 + 2p_0p_3 & p_0^2 - p_1^2 + p_2^2 - p_3^2 & 2p_2p_3 - 2p_0p_1 \\
   2p_1p_3 - 2p_0p_2 & 2p_2p_3 + 2p_0p_1 & p_0^2 - p_1^2 - p_2^2 + p_3^2
\end{pmatrix} \nonumber
$$

of rotation matrices $R(p)$ in terms of unit quaternions $p = (p_0, p_1, p_2, p_3)^T \in \mathbb{Q}$.

c) As in Remark 6b), we may express the angular velocity $\Omega$ in terms of the time derivative of the parameter vector, see (35):

$$
\Omega = H_0(p) \dot{p} \quad \text{with} \quad H_0(p) = H_0(p_0, p) = (-2p, 2p_0\mathbf{I} - 2\dot{p}) \in \mathbb{R}^{3 \times 4}. \quad (38)
$$

In that way, the equations of motion are obtained as second order system (3) with configuration variables $q \in \mathbb{R}^{7N}$ being composed of the position coordinates $\mathbf{x}^{(i)}$ and the vectors of unit quaternions $q^{(i)}$ for all $N$ bodies in the rigid body system, see also Remark 6c). The normalization of the unit quaternions may be guaranteed by $N$ constraints (3b) with $g_i(q) := \|q^{(i)}\|_2^2 - 1, (i = 1, \ldots, N)$.

d) The normalization condition for a unit quaternion $p$ implies a hidden constraint

$$
0 = \frac{d}{dt} \begin{pmatrix}
   (p(t))^T p(t) - 1
\end{pmatrix} = 2(p(t))^T \dot{p}(t) = 2p_0(t)\dot{p}_0(t) + 2(p(t))^T \dot{p}(t)
$$

that may be combined with (38) to

$$
\dot{p}(t) = H(p(t))\Omega(t) \quad \text{with} \quad H(p) := \frac{1}{2} \begin{pmatrix}
   -p^T \\
   p_0\mathbf{I} + \dot{p}
\end{pmatrix} \in \mathbb{R}^{1 \times 3}. \quad (39)
$$

position coordinates $p \in \mathbb{R}^4$ and velocity coordinates $\Omega \in \mathbb{R}^3$, see [75].

Fig. 7 shows simulation results for the heavy top model of Example 6. The components of $\dot{p}$ vary smoothly and without singularities in time. The comparison of the right plots in Figs. 5 and 7 shows that the maximum amplitude of $\dot{p}$ is of the same size as the one of $\Omega$. In time integration, the normalization condition $\|p\|_2 = 1$ may be enforced conveniently re-normalizing the numerical solution $p_n := p(t_n)$ after each successful time step.

e) For a rigid body system with $N$ bodies, the kinematic equations (33a) and (39)
are again summarized in compact form: \( \dot{q} = H(q)v \). Note, that the different dimensions of \( p \) and \( \Omega \) result in a rectangular matrix \( H(q) \in \mathbb{R}^{7N \times 6N} \) since the position coordinates \( q \) are defined by \( x^{(i)}, p^{(i)}, (i = 1, \ldots, N) \), and the velocity coordinates \( v \) are composed of the velocity terms \( U^{(i)} \) and \( \Omega^{(i)} \) (or their counterparts \( u^{(i)}, \omega^{(i)} \) in the inertial frame). As in Remark 6e), we get equations of motion of the form (22) with (22a) being substituted by \( \dot{q} = H(q)v \), see (37).

The mathematical structure of the configuration space for flexible bodies is very similar to the one for rigid body systems if the flexible body is discretized in space by finite elements (or finite differences). Following the finite element approach to flexible multibody dynamics [45], the configuration variables describe the nodal translations and rotations.

An alternative approach is based on (modal) model reduction and considers small elastic deformations w.r.t. a floating frame of reference that describes large translations and rotations of the flexible body in space [77, 78]. Here, the configuration variables of each flexible body are composed of coordinates describing the position and orientation of its (floating) frame of reference and modal coordinates describing the (small) deformations w.r.t. this reference frame. As before, the basic mathematical structure of configuration space and equations of motion is the one that is known from rigid body systems.

For a more detailed discussion of flexible multibody systems we refer to the rich literature in this field including monographs like [20, 45, 77, 79, 82].

### 3.2 Model equations in multibody system dynamics

The state variables of a mechanical multibody system model describe the position and orientation of all bodies, the elastic deformation of the flexible components and the internal state of all force elements. Parametrizing the rotation matrices by elements of a linear space we get position coordinates \( q \in \mathbb{R}^{nq} \) with time derivatives that depend linearly on velocity coordinates \( v \in \mathbb{R}^{nv} \), see Section 3.1. Position and
velocity coordinates have either one and the same dimension \( n_q = n_v \) or the dimension of \( \mathbf{q} \) exceeds the one of \( \mathbf{v} \) and the position coordinates are subject to \( n_q - n_v > 0 \)

\[
0 = \mathcal{Y}(\mathbf{q}) \tag{40}
\]

representing, e.g., the normalization of unit quaternions.

The internal state of force elements is characterized by continuous state variables \( \mathbf{c}(t) \in \mathbb{R}^{n_c} \) and by time-discrete state variables \( \mathbf{r}_j \in \mathbb{R}^{n_r} \) that remain constant in each sampling interval \( [T_j, T_{j+1}) \in [t_0, t_{\text{end}}] \). The state variables represent, e.g., hydraulic and electronic system components or control structures \([11, 36]\). They are subject to changes according to first order ODEs

\[
\dot{\mathbf{c}} = \mathbf{d}(t, \mathbf{q}, \mathbf{s}, \mathbf{v}, \mathbf{c}, r_j, \mathbf{w}, \lambda, \eta)
\]

and (time-)discrete state equations

\[
\mathbf{r}_{j+1} = \mathbf{a}(r_j, r_{j-1}, T_{j+1}, \mathbf{q}, \mathbf{s}, \mathbf{v}, \mathbf{c}, \mathbf{w}, \lambda, \eta). \tag{41}
\]

The right hand sides \( \mathbf{d} \) and \( \mathbf{a} \) depend on \( t, \mathbf{q}, \mathbf{v}, \mathbf{c}, r_j \) and on Lagrange multipliers \( \lambda \) and \( \eta \) that correspond to holonomic and to non-holonomic constraints, respectively.

They may depend furthermore on additional algebraic variables \( \mathbf{s} \) and \( \mathbf{w} \) that are introduced for a more convenient model setup in industrial applications \([11, 73, 84]\). Contact point coordinates \( \mathbf{s} \in \mathbb{R}^{n_s} \) are used in the modelling of contact conditions to determine the position of contact points on the surfaces of contacting bodies. They are implicitly defined by a system of \( n_s \) nonlinear equations

\[
0 = \mathbf{h}(t, \mathbf{q}, \mathbf{s}) \tag{42a}
\]

with non-singular Jacobian \( \partial \mathbf{h}/\partial \mathbf{s} \). In the same way, coordinates \( \mathbf{w} \in \mathbb{R}^{n_w} \) are implicitly defined by a system of \( n_w \) nonlinear equations

\[
0 = \mathbf{b}(t, \mathbf{q}, \mathbf{s}, \mathbf{v}, \mathbf{c}, r_j, \mathbf{w}, \lambda, \eta) \tag{42b}
\]

with non-singular Jacobian \( \partial \mathbf{b}/\partial \mathbf{w} \). Variables of this type are used, e.g., in the modelling of joint friction that results in force vectors \( \mathbf{f} \) depending nonlinearly on the constraint forces \([73]\).

If there are bodies in the multibody system model that are permanently in contact then their relative motion is restricted by contact conditions that contribute to the holonomic constraints

\[
0 = \mathbf{g}(t, \mathbf{q}, \mathbf{s}), \tag{43}
\]

see \([11, 84]\). The structure of these constraint equations is slightly more complex than in the classical setting of Section 2.1, see (1). Formally, the contact point coordinates \( \mathbf{s} \) in (43) could be eliminated applying the implicit function theorem to (42a) resulting in

\[
0 = \mathcal{G}(t, \mathbf{q}) := \mathbf{g}(t, \mathbf{q}, \mathbf{s}(t, \mathbf{q}))
\]

with \( \mathbf{s} = \mathbf{s}(t, \mathbf{q}) \) being implicitly defined by
\[ 0 = h(t, q, s(t, q)) \]

Implicit differentiation yields

\[ 0 = \frac{\partial h}{\partial q}(t, q, s) + \frac{\partial h}{\partial s}(t, q, s) \frac{\partial s}{\partial q}(t, q) \]

and

\[ 0 = \frac{\partial h}{\partial t}(t, q, s) + \frac{\partial h}{\partial q}(t, q, s)q(t) + \frac{\partial h}{\partial s}(t, q, s)s(t). \]

Therefore, the constraint matrix is given by

\[ G(t, q, s) = \bar{G}(t, q) = \frac{\partial \bar{g}}{\partial q}(t, q) = \frac{Dg}{Dq}(t, q, s(t, q)) \]

\[ = \frac{\partial g}{\partial q}(t, q, s) + \frac{\partial g}{\partial s}(t, q, s) \frac{s}{\partial q}(t, q) = \left[ \frac{\partial g}{\partial q} - \frac{\partial g}{\partial s} \frac{\partial h}{\partial s} \right] (t, q, s) \]

and the hidden constraints at the level of velocity coordinates get the form

\[ 0 = \frac{d}{dt} g(t, q(t), s(t)) = \frac{\partial g}{\partial t}(t, q, s) + \frac{\partial g}{\partial q}(t, q, s)q(t) + \frac{\partial g}{\partial s}(t, q, s)s(t) \]

\[ = \left[ \frac{\partial g}{\partial t} - \frac{\partial g}{\partial s} \frac{\partial h}{\partial t} \right] (t, q, s) + \left[ \frac{\partial g}{\partial q} - \frac{\partial g}{\partial s} \frac{\partial h}{\partial s} \right] (t, q, s)q(t), \]

\[ = g^{(f)}(t, q, s) + G(t, q, s)q(t) = \bar{g}^{(f)}(t, q, s) + G(t, q, s)H(q)v. \]

with \( g^{(f)} \) summarizing the partial derivatives of \( g \) and \( h \) w.r.t. \( t \), see (8) and (37). In the dynamical equations, the holonomic constraints (43) result in constraint forces \(-H^\top(q)\bar{G}(t, q, s)\bar{\lambda}\) with Lagrange multipliers \( \bar{\lambda} \in \mathbb{R}^{n_h} \). Additional constraint forces \(-K^\top(t, q, s)\bar{\eta}\) with Lagrange multipliers \( \bar{\eta} \in \mathbb{R}^{n_k} \) correspond to non-holonomic constraints that are assumed to be in Pfaffian form \( 0 = K(t, q, s)v + k_0(t, q, s) \), see [20].

With all these notations, the multibody system model equations may be summarized in a hybrid system of discrete state equations (41) and differential-algebraic equations

\[ \dot{\lambda} = H(q)v, \quad (44a) \]

\[ M(t, q)v = f(t, q, s, v, c, r_j, w, \lambda, \eta) - H^\top(q)\bar{G}(t, q, s)\bar{\lambda} - K^\top(t, q, s)\bar{\eta}, \quad (44b) \]

\[ \dot{c} = d(t, q, s, v, c, r_j, w, \lambda, \eta), \quad (44c) \]

\[ 0 = b(t, q, s, v, c, r_j, w, \lambda, \eta), \quad (44d) \]

\[ 0 = h(t, q, s), \quad (44e) \]

\[ 0 = g(t, q, s), \quad (44f) \]

\[ 0 = K(t, q, s)v + k_0(t, q, s) \]

(44g)

that describe the evolution of all time-continuous state variables for \( t \in [T_j, T_{j+1}) \).
Existence and uniqueness of solutions for DAE (44) may be studied along the lines of the analysis in Section 2.2 provided that the terms
\[
\frac{\partial f}{\partial \lambda} - \frac{\partial f}{\partial w} \left( \frac{\partial b}{\partial w} \right)^{-1} \frac{\partial b}{\partial \lambda} \quad \text{and} \quad \frac{\partial f}{\partial \eta} - \frac{\partial f}{\partial w} \left( \frac{\partial b}{\partial w} \right)^{-1} \frac{\partial b}{\partial \eta}
\]
are sufficiently small [61]. Essential assumptions for the existence of a locally uniquely defined solution are known from Theorem 1: The symmetric, positive semi-definite mass matrix \( M(t, q) \) is assumed to have full rank at the nullspace of the extended constraint matrix \( (G(t, q, s) H(q) \) and this matrix has to have full rank. With these assumptions, the index of DAE (44) is bounded by three, see Remark 3a.

Note, that the full rank assumption on \( G(t, q, s) H(q) \) would be violated if the invariants (40) would be considered in the holonomic constraints (44f) since \( 0 = \gamma(q(t)) \) and the kinematic equations \( \dot{q} = H(q) v \), see (44a), imply
\[
0_{n_q - n_v} = \frac{d}{dt} \gamma(q(t)) = \frac{\partial \gamma}{\partial q}(q(t)) \dot{q}(t) = \frac{\partial \gamma}{\partial q}(q) H(q) v
\]
for any velocity coordinates \( v \in \mathbb{R}^{n_v} \), i.e., \( (\partial \gamma / \partial q)(q) H(q) = (0_{(n_q - n_v) \times n_v}) \).

As an alternative, \( n_q - n_v \) linearly independent invariants (40) with a Jacobian \( (\partial \gamma / \partial q)(q) \) of full rank could be enforced in time integration substituting the kinematic equations (44a) by
\[
q = H(q) v - \left( \frac{\partial \gamma}{\partial q}(q) \right)^\top \mu, \quad \text{(45a)}
\]
\[
0 = \gamma(q) \quad \text{(45b)}
\]
with artificial multipliers \( \mu \in \mathbb{R}^{n_q - n_v} \), see [43]. These new variables vanish identically for the analytical solution since \( (\partial \gamma / \partial q)(q) H(q) = 0 \) implies
\[
0 = \frac{d}{dt} \gamma(q(t)) = \frac{\partial \gamma}{\partial q}(q(t)) \dot{q}(t) = \frac{\partial \gamma}{\partial q}(q) \left( H(q) v - \left( \frac{\partial \gamma}{\partial q}(q) \right)^\top \mu \right)
= -\frac{\partial \gamma}{\partial q}(q) \left( -\frac{\partial \gamma}{\partial q}(q) \right)^\top \mu.
\]
and \( (\partial \gamma / \partial q)(\partial \gamma / \partial q)^\top \) is non-singular by assumption. For the numerical solution, the correction term \(- (\partial \gamma / \partial q)^\top \mu \) in (45a) remains typically in the size of the discretization error [43].
3.3 Multibody formalisms and topological solvers

In Section 2.1, we considered conservative systems being characterized by potential forces \(-\nabla U(q)\) and used Hamilton’s principle of least action to derive the equations of motion (3). Formally, this approach may be generalized to non-conservative systems including, e.g., dissipative terms and actuator forces. In engineering applications it is, however, more common to use equilibrium conditions for forces and momenta for deriving the equations of motion of complex multibody systems [75, 76].

These Newton-Euler equations are formulated most conveniently in an inertial frame using absolute coordinates. To simplify the notation, we restrict ourselves in the present section to linear configuration spaces and consider (absolute) position coordinates \(p_i(t) \in \mathbb{R}^{d_i}, (i = 1, \ldots, N)\), for the \(N\) bodies of the multibody system. Position and orientation of a rigid body \((\bullet)_{(i)}\) are described by \(p_i \in \mathbb{R}^6\) for 3-D models \((d_i = 6, \text{see Section 3.1})\) and by \(p_i \in \mathbb{R}^3\) in the 2-D case. For point masses, the (absolute) position may be characterized by Cartesian coordinates \(p_i \in \mathbb{R}^{d_i}\) with \(d_i = 3\) in 3-D and \(d_i = 2\) in 2-D, see, e.g., Example 1.

In this body-oriented modelling framework, the interaction of bodies may be described by force elements and by joints [52, 76]. Force elements represent, e.g., spring-damper elements and actuators and contribute in the mathematical model to the force vector \(f\).

![Fig. 8 Topology and labelled graph of a multibody system model with \(N = 5\) bodies, see [6].](image)

Joints restrict the relative motion of (two) bodies w.r.t. each other and result in (holonomic) constraints (1). Therefore, the basic internal structure of the DAE model equations (3) is characterized by the topology of the multibody system in terms of bodies and joints. The topology of a system with \(N\) bodies is represented...
by a labelled graph with \( N+1 \) vertices for the (rigid or flexible) bodies \((\bullet)^{(i)}\), \((i = 1, \ldots, N)\), and an extra (virtual) body \((\bullet)^{(0)}\) that is inertially fixed and stands for the inertial system. Two vertices of the graph are connected by an edge if and only if the corresponding bodies in the multibody system model are connected by a joint restricting their relative motion, see Fig. 8.

In dynamical simulation, the topology of the multibody system model is exploited to evaluate the equations of motion efficiently. An early reference in this field is the work of Featherstone who developed an algorithm to evaluate the equations of motion for a tree structured system of \( N \) bodies with \( O(N) \) complexity [38], see also [24]. Such multibody formalisms may be interpreted as a block Gauss elimination for an augmented set of equations of motion, see, e.g., [62, 90] and the references therein. From the viewpoint of numerical linear algebra, these algorithms define topological solvers [88] for large systems of linear equations (17) with sparse matrices \( M \) and \( G \).

As a typical example, we consider in the present section a multibody formalism for tree structured systems that is based on a mixed coordinate formulation. The equations of motion are reduced to a second order ODE in joint coordinates \( \mathbf{q} \) with a right hand side that may be evaluated with \( O(N) \) complexity. These results have recently been published in a slightly more general setting in [6, 7]. They are essentially based on the work of Lubich et al. [62] and Eich-Soellner, Führer [36].

The graph of a tree structured multibody system is acyclic, i.e., it is free of loops. Furthermore, it is connected and may be ordered such that there is a root vertex and all vertices except this root vertex have a uniquely defined predecessor. It is assumed that the root vertex corresponds to the (inertially fixed) root body \((\bullet)^{(0)}\) and that the other vertices are labelled such that the labels are monotonically increasing along each branch of the kinematic tree.

With these assumptions, all bodies \((\bullet)^{(i)}, (i = 1, \ldots, N)\), have a uniquely defined predecessor \((\bullet)^{(\pi_i)}\) and the labels satisfy \( \pi_i < i \). Each body \((\bullet)^{(0)}\) may have (direct) successors \((\bullet)^{(j)}\) being characterized by \( \pi_j = i \), or, equivalently, by \( j \in I_i := \{ k : \pi_k = i \} \) with an index set \( I_i \) that represents the set of all successors of a given body \((\bullet)^{(i)}\) in the multibody system model. Bodies without successors \((I_i = \emptyset)\) correspond to leafs of the kinematic tree and are therefore called “leaf bodies”. The tree structured system in Fig. 8 has the two leaf bodies \((\bullet)^{(4)}\) and \((\bullet)^{(5)}\) and we have \( I_1 = \{ 2 \}, I_2 = \{ 3, 5 \}, I_3 = \{ 4 \} \) since \( \pi_1 = 0, \pi_2 = 1, \pi_3 = \pi_5 = 2 \) and \( \pi_4 = 3 \).

Position and orientation of body \((\bullet)^{(i)}\) are characterized by the (absolute) position coordinates \( \mathbf{p}_i(t) \in \mathbb{R}^6 \). The relative position and orientation of body \((\bullet)^{(i)}\) w.r.t. its predecessor \((\bullet)^{(\pi_i)}\) is characterized by joint coordinates \( \mathbf{q}_i(t) \in \mathbb{R}^{n_i} \) representing the \( n_i \) degrees of freedom of the joint connecting \((\bullet)^{(i)}\) with \((\bullet)^{(\pi_i)}\):

\[
0 = k_i(\mathbf{p}_i, \mathbf{p}_{\pi_i}, \mathbf{q}_i(t)). \tag{46}
\]

Here and in the following we assume that (46) is locally uniquely solvable w.r.t. \( \mathbf{p}_i \) and that the Jacobian \( \mathbf{K}_i = \frac{\partial k_i}{\partial \mathbf{p}_i} \) is non-singular along the solution. In its most simple form, Eq. (46) defines \( \mathbf{p}_i \) explicitly by \( \mathbf{p}_i(t) = r_i(\mathbf{p}_{\pi_i}(t), \mathbf{q}_i(t), t) \) resulting in \( \mathbf{K}_i = \mathbf{I}_{6i} \).
The kinematic relations (46) at the level of position coordinates imply relations at the level of velocity and acceleration coordinates that may formally be obtained by (total) differentiation of (46) w.r.t. time $t$, see (8) and (9):

$$0 = \frac{d}{dt}k_i(p_i(t), p_{\pi}(t), q_i(t), t) = K_i \dot{p}_i + H_i \ddot{p}_{\pi} + J_i \dot{q}_i + k_i^{(I)}(p_0, p, q, t),$$  \hspace{1cm} (47)

$$0 = K_i \dot{p}_i + H_i \ddot{p}_{\pi} + J_i \dot{q}_i + k_i^{(II)}(p_0, p, p, q, q, t)$$  \hspace{1cm} (48)

with

$$K_i := \frac{\partial k_i}{\partial p_i} \in \mathbb{R}^{d_i \times d_i}, \quad H_i := \frac{\partial k_i}{\partial p_{\pi}} \in \mathbb{R}^{d_i \times d_{\pi}}, \quad J_i := \frac{\partial k_i}{\partial q_i} \in \mathbb{R}^{d_i \times n_i}. \hspace{1cm} (49)$$

It is assumed that the joint coordinates $q_i(t)$ are defined such that all Jacobians $J_i$ have full column rank: $\text{rank} J_i = n_i \leq d_i$. Functions $k_i^{(I)} := \partial k_i / \partial t$ and $k_i^{(II)}$ summarize partial time derivatives and all lower order terms in the first and second time derivative of (46), respectively. They may depend on the (absolute) coordinates $p_0$ of the root body, on the absolute coordinates $p := (p_1, \ldots, p_N)$ of the remaining $N$ bodies in the system, on the corresponding joint coordinates $q := (q_1, \ldots, q_N)$ and on $p_0, p$ and $\dot{q}$.

In recursive multibody formalisms, the position and velocity of the root body $(p_0(t), p_0(t))$ as well as all joint coordinates $q_i(t), \dot{q}_i(t), (i = 1, \ldots, N)$, at a current time $t$ are assumed to be given. Starting from the root body, the absolute position and velocity coordinates $p_i(t), \dot{p}_i(t)$ of all $N$ bodies $(\bullet)^{(i)}(i = 1, \ldots, N)$, may then be computed recursively using (46) and (47), respectively, (forward recursion).

The equilibrium conditions for forces and momenta are formulated for each individual body $(\bullet)^{(i)}$ using its absolute coordinates $p_i$:

$$M_i \ddot{p}_i + K_i^{\top} \mu_i + \sum_{j \in I_i} H_j^{\top} \mu_j = f_i, \quad (i = 1, \ldots, N).$$  \hspace{1cm} (50)

They contain the reaction forces of the joints connecting body $(\bullet)^{(i)}$ with its predecessor $(K_i^{j^\top} \mu_j)$ and with its successors in the kinematic tree $(H_j^{\top} \mu_j, j \in I_i)$. All remaining forces and momenta acting on body $(\bullet)^{(i)}$ are summarized in the force vector $f_i = f_i(p, p, q, q, t) \in \mathbb{R}^{d_i}$. The body mass matrix $M_i \in \mathbb{R}^{d_i \times d_i}$ contains mass and inertia tensor of body $(\bullet)^{(i)}$ and is assumed to be symmetric, positive definite. For a discussion of rank-deficient body mass matrices $M_i$ we refer to [7].

The specific structure of the joint reaction forces with Lagrange multipliers $\mu_i(t) \in \mathbb{R}^{d_i}$ that satisfy

$$J_i^{\top} \mu_i = 0, \quad (i = 1, \ldots, N),$$  \hspace{1cm} (51)

results from the joint equations (46) and from d’Alembert’s principle since the virtual work of constraint forces vanishes for all (virtual) displacements being compatible with (46). In (51), matrix $J_i$ denotes the Jacobian of the constraint function $k_i$ w.r.t. joint coordinates $q_i \in \mathbb{R}^{n_i}$, see (49).
Eqs. (48), (51) and the equilibrium conditions (50) are linear in $\ddot{p}$, $\ddot{q}$ and $\mu$. They may be summarized in a large sparse system of the form (17) with $(\ddot{q}, \lambda)$ being substituted by $( (\ddot{p}, \dot{q})^\top, \mu)$. The block diagonal mass matrix $M$ is of size $(n_p + n_q) \times (n_p + n_q)$. It has rank $n_p$ since the non-zero blocks on the main diagonal are given by the symmetric, positive definite body mass matrices $M_i$, $(i = 1, \ldots, N)$. The non-zero blocks of the constraint matrix $G$ result from the Jacobians $K_i$, $H_i$, $J_i$, $(i = 1, \ldots, N)$, see (49).

Example 7. The left plot of Fig. 9 shows the sparsity pattern of matrix (18) for a 3-D version of the tree structured system in Fig. 8 with $N = 5$ rigid bodies ($d_i = 6$) and joint coordinates $q_i$ of dimension $n_1 = 4$, $n_2 = 2$, $n_3 = 5$, $n_4 = 1$, $n_5 = 2$. The body mass matrices are given by $M_i = \text{blockdiag} (m_i I_3, \Theta_i)$ with $m_i \in \mathbb{R}$ and $\Theta_i \in \mathbb{R}^{3 \times 3}$ denoting mass and inertia tensor of body $(\bullet)^{(i)}$, $(i = 1, \ldots, N)$. With kinematic relations $p_i(t) = r_i(p_{\pi}(t), q_{\pi}(t), t)$, we get Jacobians $K_i = I_6$, $(i = 1, \ldots, N)$.

To reduce the bandwidth of this sparse symmetric matrix, rows and columns are re-ordered according to the system’s topology. This may be achieved by the vector of unknowns $\mathbf{x} = (x_N^\top, x_{N-1}^\top, \ldots, x_1^\top)^\top$ with $x_i \in \mathbb{R}^{12+n_i}$ summarizing the unknowns $\ddot{p}_i$, $\ddot{q}_i$ and $\mu_i$ that correspond to body $(\bullet)^{(i)}$. Then we obtain an $N \times N$ block structured system with non-singular diagonal blocks $A_i \in \mathbb{R}^{(12+n_i) \times (12+n_i)}$, $(i = N, N-1, \ldots, 1)$:

$$
\mathbf{x}_i := \begin{pmatrix} \ddot{p}_i \\ \ddot{q}_i \\ \mu_i \end{pmatrix}, \quad A_i := \begin{pmatrix} M_i & 0 & K_i^\top \\ 0 & 0 & J_i^\top \\ K_i & J_i & 0 \end{pmatrix}.
$$
For chain structured systems, this re-ordered matrix is block-tridiagonal. In a
tree structured system, each ramification yields an extra non-zero block below this
block-tridiagonal band (accompanied by its transposed in the upper triangle).

This sparsity structure is illustrated by the right plot of Fig. 9 that shows a
$5 \times 5$ block structure with diagonal blocks of dimension $14 \times 14$, $13 \times 13$, $17 \times 17$, $14 \times 14$ and $16 \times 16$. The non-zero off-diagonal blocks in block row 4, block column 1 and in block row 1, block column 4 correspond to the ramification of the
kinematic tree at body $(\bullet)^{(2)}$ that has two successors $(\bullet)^{(3)}$ and $(\bullet)^{(5)}$. (Note, that this block column i is multiplied by vector $x_{N+1-i}$ since $x = (x_N, x_N^{1}, \ldots, x_1^1)^{\top}$.

The mixed coordinate formulation results in sparse systems (17) for the accel-
erations $\dot{p}, \dot{q}$ and the Lagrange multipliers $\mu$. Example 7 shows how to re-arrange
rows and columns of matrix (18) to get a sparse $N \times N$ block structure reflecting
the system's topology. Lubich et al. [62] combine this approach with a block Gauss
elimination to compute $\dot{p}, \dot{q}$ and $\mu$ with $O(N)$ complexity.

In engineering, such structure exploiting algorithms have been formulated such
that all intermediate results have a straightforward physical interpretation ($O(N)$-
formalisms): We start with the observation that the equilibrium conditions (50) get
a simpler form for leaf bodies $(\bullet)^{(1)}$ since $I_i = \{ j : \pi_j = i \} = \emptyset$ in that case. We obtain

$$\bar{M}_i K_i \dot{p}_i + \mu_i = \bar{f}_i,$$
(52)

with $\bar{f}_i := K_i^{-T} f_\pi, \ K_i^{-T} := (K_i^\top)^{-1}$ and the symmetric, positive definite mass ma-
trix $\bar{M}_i := K_i^{-1} M K_i^{-1}$. Eqs. (48), (51) and (52) define a system of $2n_i + n_i$ linear
equations that may be solved w.r.t. $\dot{p}_i, \dot{q}_i$ and $\mu_i$:

**Lemma 3.** Consider the system of linear equations

$$\bar{M}_i K_i \dot{p}_i + \mu_i = \bar{f}_i,$$
(53a)

$$\bar{J}_i^\top \mu_i = 0,$$
(53b)

$$K_i \dot{p}_i + \bar{H}_i \bar{p}_\pi + \bar{J}_i \dot{q}_i + k_i^{(\Pi)} = 0$$
(53c)

with matrices $\bar{M}_i, K_i, \bar{H}_i \in \mathbb{R}^{d \times d}, \ J_i \in \mathbb{R}^{d \times n}$ and vectors $\bar{p}_\pi, \mu_i, \bar{f}_i, \bar{p}_\pi, k_i^{(\Pi)} \in \mathbb{R}^d$,
$q_i \in \mathbb{R}^n$. If $\bar{M}_i$ is symmetric, positive definite, $K_i$ is non-singular and $J_i$ has full
rank $n \leq d$ then (53) may be solved w.r.t. $\dot{p}_i, \mu_i, \dot{q}_i$, resulting in

$$\dot{q}_i = - (J_i^\top \bar{M}_i J_i)^{-1} J_i^\top \bar{f}_i - (J_i^\top \bar{M}_i J_i)^{-1} J_i^\top \bar{M}_i (\bar{H}_i \bar{p}_\pi + k_i^{(\Pi)}),$$
(54a)

$$\dot{p}_i = - K_i^{-1} (\bar{H}_i \bar{p}_\pi + k_i^{(\Pi)}),$$
(54b)

$$\mu_i = \bar{f}_i + \bar{M}_i \bar{H}_i \bar{p}_\pi + \bar{M}_i k_i^{(\Pi)}$$
(54c)

with
DAE aspects of multibody system dynamics

\[ \dot{\mathbf{H}}_i := (I_d - J_i^T \bar{\mathbf{M}}_i J_i)^{-1} J_i^T \bar{\mathbf{M}}_i \mathbf{H}_i, \]  
(55a)

\[ \ddot{\mathbf{k}}_i^{(II)} := (I_d - J_i^T \bar{\mathbf{M}}_i J_i)^{-1} J_i^T \bar{\mathbf{M}}_i \mathbf{k}_i^{(II)} - J_i^T \bar{\mathbf{M}}_i \dot{\mathbf{H}}_i \]  
(55b)

**Proof.** If \( \bar{\mathbf{M}}_i \in \mathbb{R}^{d \times d} \) is symmetric, positive definite and \( J_i \in \mathbb{R}^{d \times n} \) has full rank then matrix \( J_i^T \bar{\mathbf{M}}_i J_i \in \mathbb{R}^{n \times n} \) is symmetric, positive definite as well and left multiplication of (53c) by \((J_i^T \bar{\mathbf{M}}_i J_i)^{-1} J_i^T \bar{\mathbf{M}}_i \) yields

\[ \ddot{\mathbf{q}}_i = -(J_i^T \bar{\mathbf{M}}_i J_i)^{-1} J_i^T \bar{\mathbf{M}}_i \mathbf{K} \mathbf{p}_i - (J_i^T \bar{\mathbf{M}}_i J_i)^{-1} J_i^T \bar{\mathbf{M}}_i (\mathbf{H} \mathbf{p}_{\pi_i} + \mathbf{k}_i^{(II)}). \]  
(56)

Taking into account that left multiplication of (53a) by \( J_i^T \) results in

\[ J_i^T \mathbf{f}_i = J_i^T \bar{\mathbf{M}}_i \mathbf{K} \mathbf{p}_i + J_i^T \mathbf{H} \mathbf{p}_i = J_i^T \bar{\mathbf{M}}_i \mathbf{K} \mathbf{p}_i, \]

see (53b), we may substitute the first term in the right hand side of (56) by \( - (J_i^T \bar{\mathbf{M}}_i J_i)^{-1} J_i^T \mathbf{f}_i \) and get the explicit expression (54a) for \( \ddot{\mathbf{q}}_i \). This explicit expression is used to obtain assertion (54b) multiplying (53c) from the left by matrix \( \mathbf{K}^{-1} \). Finally, assertion (54c) is seen to be a straightforward consequence of (53a) and (54b).

For leaf bodies \( (\bullet)^{(I)} \), the equilibrium conditions (50) were transformed straightforwardly to the simpler form (52). Lemma 3 allows to get by induction these condensed equilibrium conditions with suitable \( \bar{\mathbf{M}}_i, \mathbf{f}_i \) for all bodies \( (\bullet)^{(I)} \) of the tree structured system: Let us assume that the equilibrium conditions of all direct successors \( (\bullet)^{(I)} \) of body \( (\bullet)^{(I)} \) are given in form (52), i.e.,

\[ \bar{\mathbf{M}}_i \mathbf{K} \mathbf{p}_j + \mathbf{H} \mathbf{p}_j = \mathbf{f}_j, \ (j \in L_i). \]

Applying Lemma 3 to body \( (\bullet)^{(I)} \) we obtain

\[ \mathbf{K} \mathbf{p}_j = \mathbf{f}_j + \bar{\mathbf{M}}_i \dot{\mathbf{H}}_i \mathbf{p}_i + \bar{\mathbf{M}}_i \ddot{\mathbf{k}}_i^{(II)} \]

since \( \pi_j = i \) if \( (\bullet)^{(I)} \) is a direct successor of \( (\bullet)^{(I)} \), see (54c). Inserting this expression in (50), we get after left-multiplication by \( \mathbf{K}_i^{-1} \) the condensed equilibrium conditions (52) with

\[ \bar{\mathbf{M}}_i := \mathbf{K}_i^{-1} \mathbf{M}_i \mathbf{K}_i^{-1} + \sum_{j \in L_i} \mathbf{K}_i^{-1} \mathbf{H}_j \bar{\mathbf{M}}_i \dot{\mathbf{H}}_j \mathbf{K}_i^{-1}, \]  
(57a)

\[ \dot{\mathbf{f}}_i := \mathbf{K}_i^{-1} \mathbf{f}_i + \sum_{j \in L_i} \mathbf{K}_i^{-1} \mathbf{H}_j (\dot{\mathbf{f}}_j + \bar{\mathbf{M}}_i \ddot{\mathbf{k}}_i^{(II)} \]  
(57b)
The condensed mass matrix $\bar{M}_i$ in (57a) is symmetric, positive definite since it is composed of the symmetric, positive definite matrix $K_i^{-1} M_i K_i^{-1}$ and a finite sum of symmetric, positive semi-definite matrices [7, Lemma 1]. Starting from the leaf bodies and following all branches of the kinematic tree to the root, the compact form (52) of the equilibrium conditions may be obtained recursively for all $N$ bodies (\cite{7}, Lemma 1) of the multibody system (backward recursion).

From the viewpoint of numerical linear algebra we may interpret the transformation of the equilibrium conditions (50) to their condensed form (52) as a block Gauss elimination that transforms sparse block structured matrices like the one in the right plot of Fig. 9 to upper block triangular form. From the viewpoint of physics, we observe that the condensed mass matrix $\bar{M}_i$ in (52) summarizes in compact form the mass and inertia terms of body (\cite{7}, Lemma 1) and all its successors in the kinematic tree. The condensed force vector $\bar{f}_i$ represents the corresponding forces and momenta.

Since the backward recursion results in condensed equilibrium conditions (52) for all $N$ bodies of the multibody system, we may use Lemma 3 to verify that $\ddot{p}_i = a_i$, $(i = 1, \ldots, N)$, with vector valued functions $a_i$ that are recursively defined by

$$a_0 := \bar{p}_0 = \mathbf{0},$$

$$(58a)$$

$$a_i := -K_i^{-1}(\bar{N}_i a_{ni} + \bar{K}_i^{(ii)}), \quad (i = 1, \ldots, N),$$

$$(58b)$$

see (54b). This 2nd forward recursion exploits the assumption that the root body (\cite{7}, Lemma 1) is inertially fixed such that the sequence $(a_i)$ may be initialized by (58a).

The recursive multibody formalism is completed using the explicit expression (54a) for the accelerations $\ddot{q}_i$, $(i = 1, \ldots, N)$, from Lemma 3:

$$\ddot{q}_i = -(J_i^T \bar{M}_i J_i)^{-1} J_i^T \bar{f}_i - (J_i^T \bar{M}_i J_i)^{-1} J_i^T \bar{M}_i (\bar{N}_i a_{ni} + \bar{K}_i^{(ii)}).$$

$$(59)$$

The recursive multibody formalism is summarized in Table 1. It is an explicit $O(N)$-formalism since the right hand side of an explicit 2nd order ODE

$$\ddot{q}(t) = \varphi(t, q(t), \dot{q}(t))$$

$$(60)$$

for the joint coordinates $q(t)$ is evaluated with a complexity that grows linearly with the number $N$ of bodies in the tree structured multibody system.

Alternatively, the equations of motion may be evaluated in residual form

$$r(t, q(t), \dot{q}(t), \ddot{q}(t)) = \mathbf{0}$$

with

$$r(t, q, \dot{q}, \ddot{q}) := M(t, q) \ddot{q} - f(t, q, \dot{q}).$$

$$(61)$$

Residual formalisms \cite{37} evaluate the residual $r(t, q, \dot{q}, \ddot{q})$ for given arguments $t, q, \dot{q}$ and for a given estimate of $\ddot{q}$ more efficiently than the explicit formalism of Table 1. In time integration, they have to be combined with implicit integrators.
Table 1 Explicit $O(N)$-formalism.

<table>
<thead>
<tr>
<th>Data: $t, \mathbf{q}(t), \dot{\mathbf{q}}(t), \mathbf{p}_0(t), \dot{\mathbf{p}}_0(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result: $\ddot{\mathbf{q}}(t, \mathbf{q}, \dot{\mathbf{q}}, \mathbf{p}_0, \dot{\mathbf{p}}_0)$</td>
</tr>
</tbody>
</table>

**Step 1: First forward recursion.**
Start at the root body $(\bullet)^{(0)}$ and follow the branches of the kinematic tree to evaluate recursively the absolute position and velocity coordinates $\mathbf{p}_i = \mathbf{p}_i(t, \mathbf{q}, \mathbf{p}_0)$ and $\dot{\mathbf{p}}_i = \dot{\mathbf{p}}_i(t, \mathbf{q}, \dot{\mathbf{q}}, \mathbf{p}_0), (i = 1, \ldots, N)$, according to (46) and (47).

**Step 2: Backward recursion.**
Start at the leaf bodies and proceed along the branches of the kinematic tree to evaluate recursively the condensed mass matrices $\bar{M}_i$ and the condensed force vectors $\bar{f}_i$, $(i = N, N-1, \ldots, 1)$, according to (57).

**Step 3: Second forward recursion.**
Set $\mathbf{a}_0 := \mathbf{0}$ and follow the branches of the kinematic tree to evaluate recursively the acceleration terms $\mathbf{a}_i = \mathbf{a}_i(t, \mathbf{q}, \dot{\mathbf{q}}, \mathbf{p}_0), (i = 1, \ldots, N)$, according to (58).

**Step 4: Function evaluation.**
$\ddot{\mathbf{q}}_i = - (\mathbf{J}_i^T \bar{M}_i \mathbf{J}_i)^{-1} \mathbf{J}_i^T \bar{f}_i - (\mathbf{J}_i^T \bar{M}_i \mathbf{J}_i)^{-1} \mathbf{J}_i^T \bar{M}_i \mathbf{H} \mathbf{a}_i + \bar{k}_i^{(II)}), (i = 1, \ldots, N)$. like DASSL [26] that are tailored to implicit differential equations in residual form. Since the linearly implicit structure of the residual in (61) may result in frequent re-evaluations of the iteration matrix in the implicit integrator, the overall performance of explicit formalisms in time integration is, however, often superior [14, 73].

Explicit formalisms and residual formalisms are tailored to tree structured systems. Multibody system models with closed kinematical loops are beyond this problem class since the loops result in cycles in the corresponding graph. Formally, such a more complex model may be transformed to tree structure cutting virtually the loop-closing joints to get a simplified model with tree structure [19]. For this simplified model, the right hand side $\mathbf{p}$ in (60) and the residual $\mathbf{r}$ in (61) are evaluated with $O(N)$ complexity by multibody formalisms for tree structured systems. Finally, the virtually cut joints are considered in the equations of motion (16) by holonomic constraints (16b).

### 4 Time integration methods for constrained mechanical systems

The time integration of constrained mechanical systems was a topic of very active research in the 1980’s and 1990’s. The interested reader may find a comprehensive introduction to this subject in [50, Chapter VII].

Early approaches in this field were based on the direct application of ODE time discretization methods to the constrained equations of motion (16), see [31, 67]. We will discuss time integration methods of this type and their limitations and shortcomings in Section 4.1. The robustness and numerical stability of numerical methods for higher index DAEs may be improved substantially by an analytical index reduction.
before time discretization. In Section 4.2, we will consider index reduction and projection techniques for constrained mechanical systems.

To omit technical and implementation details we focus in the present section on equations of motion of the form

\[
\begin{align*}
M(q)\ddot{q} &= f(q, \dot{q}) - G^\top(q)\lambda, \\
0 &= g(q)
\end{align*}
\]  

(62a)

(62b)

with a constraint matrix \(G(q) = (\partial/\partial q)g(q)\) of full rank and a symmetric, positive semi-definite mass matrix \(M(q)\) that is positive definite on the nullspace of \(G(q)\). With these assumptions, the index of (62) is less than or equal to three. For positive definite mass matrices \(M(q)\), the system is analytically equivalent to an index-3 DAE in Hessenberg form, see Section 2.2.

4.1 Direct time discretization of the constrained equations of motion

For time discretization, the equations of motion (62) may either be considered as a second order DAE in terms of \(q\) and \(\lambda\) or as a first order DAE in terms of \(q, v\) and \(\lambda\) with \(v(t) := \dot{q}(t)\) denoting the velocity coordinates, see Section 2.2.

Time integration of second order systems by Newmark type methods

The numerical solution of unconstrained systems

\[
M(q)\ddot{q} = f(q, \dot{q})
\]  

(63)

by Newmark type methods is quite popular in structural dynamics and flexible multibody dynamics [45]. In its most general form this class of integrators is given by the generalised-\(\alpha\) method that was originally introduced for linear systems

\[
M\ddot{q} + D\dot{q} + Kq = r(t)
\]  

with \(M, D, K\) denoting the (constant) mass, damping and stiffness matrix [33].

For nonlinear systems (63) with state dependent mass matrix \(M(q)\), we follow the approach of Brüls [8] who proposed to update the numerical solution \((q_n, q_n, \dot{q}_n) \approx (q(t_n), \dot{q}(t_n), \ddot{q}(t_n))\) in time step \(t_n \rightarrow t_{n+1} = t_n + h\) by

\[
\begin{align*}
q_{n+1} &= q_n + h\dot{q}_n + h^2(0.5 - \beta)a_n + h^2\beta a_{n+1}, \\
\dot{q}_{n+1} &= \dot{q}_n + h(1 - \gamma)a_n + h\gamma a_{n+1}
\end{align*}
\]  

(64a)

(64b)

with acceleration like vectors \(a_n\) that are defined by a weighted linear combination

\[
(1 - \alpha_m)a_{n+1} + \alpha_m a_n = (1 - \alpha_f)\ddot{q}_{n+1} + \alpha_f \ddot{q}_n
\]  

(64c)
such that the equilibrium conditions

\[ M(q_{n+1}) \dot{q}_{n+1} = f(q_{n+1}, q_{n+1}) \]  

(65)

at \( t = t_{n+1} \) are satisfied.

The method is characterized by the algorithmic parameters \( \alpha_f, \alpha_m, \beta \) and \( \gamma \). It has local truncation errors of size \( O(h^3) \) in the update formulæ (64a,b) for position and velocity coordinates if \( \gamma = 0.5 - (\alpha_m - \alpha_f) \). In structural dynamics, the remaining free parameters \( \alpha_f, \alpha_m, \) and \( \beta \) are adjusted such that the numerical solution for the scalar linear test equation \( \ddot{q} + \omega^2 q = 0 \) is stable for all time step sizes \( h > 0 \) and a user prescribed damping ratio \( \rho_w \in [0,1] \) is achieved in the limit case \( h\omega \to \infty \), see [33].

An alternative definition of algorithmic parameters goes back to the work of Hilber, Hughes and Taylor [51] who considered method (64), (65) for systems (63) with constant mass matrix \( M \). In these HHT-\( \alpha \) methods, the parameters \( \alpha_f, \alpha_m \) are given by \( \alpha_f = -\alpha \in [0,1/3] \) and \( \alpha_m = 0 \) and the update of vectors \( a_n \) is simplified to

\[ M a_{n+1} = (1 + \alpha)f(q_{n+1}, q_{n+1}) - \alpha f(q_n, \dot{q}_n), \]  

(66)

see (64c) and (65). With parameters \( \gamma = 0.5 - \alpha, \beta = (1 - \alpha)^2/4 \), the local truncation errors in (64a,b) are of size \( O(h^3) \) and the method is unconditionally stable for the linear test equation [45].

For the direct application of generalized-\( \alpha \) methods to constrained systems (62), the time-discrete equilibrium conditions (65) are substituted by

\[ M(q_{n+1}) \dot{q}_{n+1} = f(q_{n+1}, q_{n+1}) - \lambda_{a_{n+1}}^\top G(q_{n+1}) \lambda_{a_{n+1}}, \]  

(67a)

\[ 0 = g(q_{n+1}), \]  

(67b)

see [8] and the earlier work of Cardona and Géradin [31] and Negrut et al. [66] who applied HHT-\( \alpha \) methods to constrained systems (62) with constant mass matrix \( M \).

In each time step, the numerical solution is defined implicitly by linear update formulæ (64) and nonlinear equilibrium conditions (67). Taking into account the linear equations (64), we may express \( q_{n+1}, q_{n+1}, q_{n+1} \) and \( a_{n+1} \) in terms of the scaled increment

\[ \Delta q_n := q_n + h(0.5 - \beta) a_n + h\beta a_{n+1} \]  

(68a)

in the position update (64a) and get

\[ q_{n+1} = q_{n+1}(\Delta q_n) = q_n + h\Delta q_n, \]  

(68b)

\[ a_{n+1} = a_{n+1}(\Delta q_n) = \frac{1}{\beta h}(\Delta q_n - \dot{q}_n - (0.5 - \beta) h a_n), \]  

(68c)

\[ \dot{q}_{n+1} = \dot{q}_{n+1}(\Delta q_n) = \frac{\gamma}{\beta} \Delta q_n + (1 - \frac{\gamma}{\beta}) q_n + h(1 - \frac{\gamma}{2\beta}) a_n, \]  

(68d)

\[ q_{n+1} = q_{n+1}(\Delta q_n) = \frac{1 - \alpha_m}{\beta (1 - \alpha_f)} (\Delta q_n - \dot{q}_n h - 0.5 a_n) + \frac{a_n - \alpha_f \dot{q}_n}{1 - \alpha_f}. \]  

(68e)
In that way, the nonlinear system (64), (67) is condensed to \( n_q + n_\lambda \) nonlinear equations

\[
\begin{align*}
0 &= r_h^{n+1}(\Delta q_n, h_\lambda^{n+1}), \\
0 &= g_h^{n+1}(\Delta q_n)
\end{align*}
\] (69a)

in terms of \( \Delta q_n \) and \( h_\lambda^{n+1} \). The nonlinear functions

\[
\begin{align*}
r_h^{n+1}(\Delta q_n, h_\lambda^{n+1}) &:= M(q_{n+1}(\Delta q_n)) h_\lambda^{n+1}(\Delta q_n) \\
&\quad - h f(q_{n+1}(\Delta q_n), q_{n+1}(\Delta q_n)) + G^T(q_{n+1}(\Delta q_n)) h_\lambda^{n+1}, \\
g_h^{n+1}(\Delta q_n) &:= \frac{1}{h} g(q_{n+1}(\Delta q_n))
\end{align*}
\]

are defined by the constrained equilibrium conditions (67). They are scaled such that the Jacobian

\[
\begin{pmatrix}
\frac{\partial r_h^{n+1}}{\partial \Delta q_n} & \frac{\partial r_h^{n+1}}{\partial h_\lambda^{n+1}} \\
\frac{\partial g_h^{n+1}}{\partial \Delta q_n} & \frac{\partial g_h^{n+1}}{\partial h_\lambda^{n+1}}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\beta (1 - \alpha_f)} M(q_n) + O(h) & G^T(q_n) + O(h) \\
G(q_n) + O(h) & 0
\end{pmatrix}
\] (70)

and its inverse remain bounded for \( h \to 0 \) for algorithmic parameters \( \alpha_f, \alpha_m, \beta \) according to [33] or [51]. Scaling techniques are mandatory for the direct time discretization of higher index DAEs [70], see also [47]. For the application to constrained mechanical systems, they have been studied again more recently in [22].

Note, that the Jacobian in (70) has the characteristic 2 \( \times \) 2 block structure that was considered in Lemma 1 above. For sufficiently small time step sizes \( h > 0 \), it is non-singular since the constraint matrix \( G(q_n) \) was assumed to have full rank and the positive semi-definite mass matrix \( M(q_n) \) is positive definite on the null space of \( G(q_n) \).

Generalized-\( \alpha \) and HHT-\( \alpha \) methods for constrained systems have been used successfully in large scale practical applications [45, 66]. They may, however, suffer from a strange solution behaviour in transient phases after initialization and step size changes:

**Example 8 (see [9, Example 1]).** We consider two different initial configurations of the mathematical pendulum with equations of motion (6) and physical parameters \( m = 1.0, l = 1.0, g_{\text{grav}} = 9.81 \) (physical units are omitted). The consistent initial values \( x_0, y_0, \dot{x}_0, \dot{y}_0, \lambda_0 \) are defined such that the total mechanical energy \( T + U = m(\dot{x}^2 + \dot{y}^2)/2 + mg_{\text{grav}} y \) at \( t = t_0 \) is given by \( T_0 + U_0 = m/2 - mg_{\text{grav}} l \). In that way, all solution trajectories with initial values \( x_0 \geq 0, \dot{x}_0 \geq 0 \) coincide up to a phase shift to the one with initial values \( x_0 = 0.0, y_0 = -1.0, \dot{x}_0 = 1.0, \dot{y}_0 = 0.0, \lambda_0 = 10.81. \)

Fig. 10 shows the global errors in the Lagrange multiplier \( \lambda \) for the generalized-\( \alpha \) method (64), (67) with a damping ratio \( \rho_\lambda = 0.9 \) and algorithmic parameters \( \alpha_f, \ldots \)
\[ x_0 = 0.0 \]

\[ x_0 = 0.2 \]

Fig. 10 Global error \( \lambda(t_n) - \lambda_n \) of the generalized-\( \alpha \) method (64), (67) for the equations of motion (6) of the mathematical pendulum with initial values \( x_0 = 0 \) (left plot) and \( x_0 = 0.2 \) (right plot).

\( \alpha_m, \beta \) and \( \gamma \) according to [33]. The left plot shows \( \lambda(t_n) - \lambda_n \) for simulations that start at the equilibrium position \( (x_0, y_0) = (0, -l) \). Comparing the simulation results for time step size \( h = \bar{h} : = 0.02 \) (marked by “\( \times \”) and the ones for time step size \( h = \bar{h}/2 = 0.01 \) (marked by “\( \circ \”), we observe second order convergence since the maximum amplitudes are reduced from \( 4 \times 10^{-3} \) to \( 1 \times 10^{-3} \), i.e., by a factor of \( 2^2 = 4 \).

For simulations starting at \( x_0 = 0.2 \), the global errors are two orders of magnitude larger than before. The right plot of Fig. 10 shows a first order error term with maximum values that are reduced from \( 0.24 \) to \( 0.12 \) if the time step size is reduced by a factor of 2. This large oscillating error term is damped out after about 100 time steps. The detailed error analysis in [9, Remark 3a] shows that \( |\lambda(t_n) - \lambda_n| \) is bounded by \( C_1 n^2 \rho_n^\infty |\dddot{y}_0| h + C_2 h^2 \) with suitable constants \( C_1, C_2 > 0 \).

The test results in Fig. 10 are not sensitive to the initialization of (64) by starting values \( (\dddot{q}_0, \dot{q}_0, q_0, \dot{a}_0) \) with \( q_0 = \dot{q}(t_0) \), \( \ddot{q}_0 = \ddot{q}(t_0) \), \( \dot{a}_0 = \dddot{q}(t_0) \) and \( a_0 = \dddot{q}(t_0) + O(h) \). In the numerical tests, we used starting values \( a_0 = \dddot{q}(t_0) + (\alpha_m - \alpha_f) h + O(h^2) \) that are optimal in the sense that the local truncation error in (64c) is of size \( O(h^2) \) if \( (\dddot{a}_{n+1}, \dot{a}_{n+1}) \) is substituted by \( (\dddot{q}(tn + i h), \dddot{q}(tn + (i + \alpha_m - \alpha_f) h)) \), \( (i = 0, 1) \), see, e.g., [55].

Example 8 illustrates that the direct application of generalized-\( \alpha \) methods to constrained systems (62) may result in order reduction with a large transient oscillating error term that depends in a nontrivial way on the initial values \( q(t_0), \dot{q}(t_0) \). Modified starting values \( \dddot{q}_0 = \dddot{q}(t_0) + \Delta_0 \) with a correction term \( \Delta_0 \) of size \( O(h^2) \) have been proposed to eliminate this first order error term and to regain second order convergence [9].

Newmark type integrators like the HHT-\( \alpha \) method and the generalized-\( \alpha \) method are tailored to second order systems (62) and (63). They may, however, be extended to models with additional first order differential equations [29, 54]. In multibody
dynamics, such coupled systems of first and second order differential equations are
typical of systems with hydraulic components, see Section 3.2.

ODE and DAE time integration methods for first order systems

As an alternative to time integration methods for the second order differential
equations from structural dynamics we introduce velocity coordinates \( \dot{q} \) and con-
sider ODE and DAE time integration methods for first order systems that are applied
to the linearly implicit DAE

\[
0 = F(t, x, \dot{x}) := \begin{pmatrix} \dot{q} - v \\ M(q) \dot{v} - f(q, v) + G^T(q) \lambda \\ g(q) \end{pmatrix} \quad \text{with} \quad x := \begin{pmatrix} q \\ v \\ \lambda \end{pmatrix} \quad (71)
\]

that is equivalent to the constrained system (62), see Remark 3. Implicit Runge-
Kutta methods and implicit multi-step methods have originally been developed for
the time integration of first order ODEs

\[
\dot{x} = \varphi(t, x)
\]

but may (formally) be applied to DAE (71) as well:

**Remark 8.**

a) An implicit Runge-Kutta method uses \( s \) stage vectors

\[
X_{ni} = x_0 + h \sum_{j=1}^{s} a_{ij} \dot{X}_{nj}, \quad (i = 1, \ldots, s)
\]

(73a)
to update the numerical solution \( x_n \approx x(t_n) \) in time step \( t_n \rightarrow t_{n+1} = t_n + h \) according to

\[
x_{n+1} = x_0 + h \sum_{i=1}^{s} b_i \dot{X}_{ni}
\]

(73b)

with stage vectors \( \dot{X}_{ni} \approx \dot{x}(t_n + c_i h) \) that are connected to \( X_{ni} \approx x(t_n + c_i h) \) by

\[
\dot{X}_{ni} = \varphi(t_n + c_i h, X_{ni}), \quad (i = 1, \ldots, s)
\]

(73c)
in the ODE case and by

\[
0 = F(t_n + c_j h, X_{mj}, \dot{X}_{mj}), \quad (i = 1, \ldots, s)
\]

(73d)
in the application to DAE (71). The method is characterized by nodes \( c_i \), weights \( b_i \) and Runge-Kutta parameters \( a_{ij}, (i, j = 1, \ldots, s) \). The application of implicit Runge-
Kutta methods to higher index DAEs was studied, e.g., in [69] and [47].

b) For linear \( k \)-step methods with parameters \( \alpha_j, \beta_j, (j = 0, 1, \ldots, k) \), we have
In time step $t_n \rightarrow t_{n+1} = t_n + h$, the vectors $x_{n+1-j} \approx x(t_n - (j-1)h), \dot{x}_{n+1-j} \approx \dot{x}(t_n - (j-1)h), (j = 1, \ldots, k)$, are assumed to be known and the numerical solution $x_{n+1} \approx x(t_{n+1})$ is defined such that

$$\dot{x}_{n+1} = \varphi(t_{n+1}, x_{n+1}) \quad (74b)$$

for ODEs and

$$0 = F(t_{n+1}, x_{n+1}, \dot{x}_{n+1}) \quad (74c)$$

in the application to DAEs (71). Considering $k$-step methods (74) with parameters $\beta_0 = 1, \beta_j = 0, (j = 1, \ldots, k)$, we may eliminate $\dot{x}_{n+1}$ and get the $k$-step BDF methods

$$0 = F(t_{n+1}, x_{n+1}, \frac{1}{h} \sum_{j=0}^{k} \alpha_j x_{n+1-j}) \quad (75)$$

BDF are the most frequently used DAE time integration methods in technical simulation since they may be combined with very efficient step size and order control strategies [26].

For constrained mechanical systems (71), fixed step size BDF (75) define the update of position coordinates $q_{n+1}$ explicitly in terms of $v_{n+1}$:

$$q_{n+1} = q_{n+1}(v_{n+1}) = \frac{h}{\alpha_0} v_{n+1} - \sum_{j=1}^{k} \frac{\alpha_j}{\alpha_0} q_{n+1-j}. \quad (76a)$$

Similar to generalized-$\alpha$ methods, we may use this expression to eliminate $q_{n+1}$ in the BDF definition (75) and get a condensed system of $n_q + n_\lambda$ nonlinear equations

$$0 = r_{h}^{n+1}(v_{n+1}, h\lambda_{n+1}), \quad (76a)$$

$$0 = g_h^{n+1}(v_{n+1}) \quad (76b)$$

with

$$r_h^{n+1}(v_{n+1}, h\lambda_{n+1}) := M(q_{n+1}(v_{n+1})) \sum_{j=0}^{k} \alpha_j v_{n+1-j} - h f(q_{n+1}(v_{n+1}), v_{n+1}) + G^T (q_{n+1}(v_{n+1})) h\lambda_{n+1},$$

$$g_h^{n+1}(v_{n+1}) := \frac{1}{h} g(q_{n+1}(v_{n+1})).$$

see (69). The Jacobian
\[
\begin{pmatrix}
\frac{\partial r_{h+1}^{n+1}}{\partial v_{n+1}} & \frac{\partial r_{h+1}^{n+1}}{\partial (h\lambda_{n+1})} \\
\frac{\partial g_{h+1}^{n+1}}{\partial v_{n+1}} & \frac{\partial g_{h+1}^{n+1}}{\partial (h\lambda_{n+1})}
\end{pmatrix}
= \begin{pmatrix}
\alpha_0 M(q_{n+1}(0)) + \mathcal{O}(h) & G^T(q_{n+1}(0)) + \mathcal{O}(h) \\
G(q_{n+1}(0)) + \mathcal{O}(h) & 0
\end{pmatrix}
\]

has the characteristic 2 \times 2 block structure (18). The Jacobian and its inverse are bounded for \( h \to 0 \).

The direct application of implicit Runge-Kutta methods and BDF to the constrained system (71) may again result in order reduction [26, 47]. For variable time step sizes, the numerical solution may even fail to converge [68]:

Example 9 (see [5, Section 5]). The backward Euler method is both a one-stage implicit Runge-Kutta method (73) with parameters \( a_{11} = b_1 = c_1 = 1 \) and the one-step BDF (75). For equations of motion (71) with mass matrix \( M = I \), force vector \( f = 0 \) and time dependent constraints \( 0 = g(t, q(t)) := Cq(t) - z(t) \), it is defined by

\[
\begin{align*}
\frac{q_{n+1} - q_n}{h_n} &= v_{n+1}, \\
\frac{v_{n+1} - v_n}{h_n} &= -C^T \lambda_{n+1}, \\
0 &= Cq_{n+1} - z(t_{n+1})
\end{align*}
\]

with \( h_n \) denoting the (variable) time step size of time step \( t_n \to t_{n+1} = t_n + h_n \). Straightforward computations show that

\[
\lambda_{n+1} = -\frac{h_n h_{n-1}}{2h_n}(CC^T)^{-1}z(t_{n+1}) + \mathcal{O}(h_n) + \mathcal{O}(h_n^2)
\]

if \( z \) is three times continuously differentiable. For \( h_n \to 0 \) (and fixed time step size \( h_{n-1} \)), the numerical solution \( \lambda_{n+1} \) does not converge to the analytical solution \( \lambda(t_{n+1}) = -(CC^T)^{-1}z(t_{n+1}) \) that is obtained differentiating the constraints \( 0 = Cq(t) - z(t) \) twice and inserting \( q = -C^T \lambda(t) \) afterwards.

The direct application of implicit ODE time integration methods to DAEs (62) and (71) is intuitive and may be extended straightforwardly to more complex model equations including, e.g., non-holonomic constraints or additional algebraic equations \( 0 = h(q, s) \) with non-singular Jacobian \( \partial h / \partial s \), see (44). Special care is needed in the practical implementation of these methods to address ill-conditioning of iteration matrices [22, 47, 70] and reliable estimation of local errors in step size control algorithms [26, 50].

In Examples 8 and 9, we have verified by two trivial test problems that the direct time discretization of the constrained equations of motion by ODE methods results systematically in poor simulation results for the Lagrange multipliers \( \lambda \). For more realistic multibody system models from practical applications, these numerical problems may affect the result accuracy of position and velocity coordinates as well.
In [4], we discussed this numerical effect for test scenarios from railway dynamics. The dynamical behaviour of rail vehicles is strongly influenced by the contact and friction forces between wheel and rail. In a rigid body contact model, the permanent contact between wheel and rail is described by holonomic constraints [84]. In the constrained system (71), the friction forces are part of the force vector $f$. They depend nonlinearly on the wheel-rail contact forces $-G^T(q)\lambda$, see [57, 84].

As a practical consequence, we get equations of motion (71) with $f= f(q,v,\lambda)$.

We present numerical test results for a rigid wheelset following a straight track, see Fig. 11. These test results were published before in [5, Section 5]:

![Figure 11](image1)

**Fig. 11** Lateral displacement $y(t)$ of a rigid wheelset performing a hunting motion [5, Fig. 8].

![Figure 12](image2)

**Fig. 12** Global error of the implicit Runge-Kutta solver RADAU5 being applied directly to DAE (71): Hunting motion of a rigid wheelset [5, Fig. 9].

**Example 10.** We consider the multibody system model of a rigid wheelset with conic wheels moving with constant speed along a straight track. It is a well known phenomenon from railway dynamics that the central position of the wheelset on the track gets unstable if the speed exceeds the so-called critical speed. Starting with
a small initial lateral displacement $y(t_0)$ the wheelset oscillates in lateral direction (hunting motion), see Fig. 11.

The rigid wheelset has six degrees of freedom and is described by position coordinates $q(t) \in \mathbb{R}^6$. The permanent contact between the two wheels and the rails is modelled by two holonomic constraints resulting in contact forces $-G(q) \lambda$ with $\lambda(t) \in \mathbb{R}^2$.

Fig. 12 shows numerical test results for the implicit Runge-Kutta solver RADAU5 that adjusts its (variable) time step size $h_n$ automatically to meet user-defined error bounds [50]. Practical experience in ODE applications shows that RADAU5 keeps the global error of the numerical solution usually well below these user-defined error tolerances TOL. But in the application to DAE (71), the relative errors remain even for very small error bounds in the size of $0.1 \ldots 1.0\%$. As a typical example, the left plot of Fig. 12 shows the error in the lateral displacement $y$ for various values of TOL.

To analyse these unsatisfactory results, we modify one of the internal solver parameters. BDF (75) and implicit Runge-Kutta methods (73) define $x_{n+1}$ solving a system of nonlinear equations. In the practical implementation this system is solved iteratively by Newton’s method that is stopped if the residual is less than $\kappa \cdot TOL$. In this stopping criterion the user-defined error tolerance for time integration (TOL) is scaled by a constant $\kappa \leq 1$ that is a free control parameter of the solver. Default values are $\kappa = 0.33$ in the BDF solver DASSL, see [26], and $\kappa = 0.03$ in the implicit Runge-Kutta solver RADAU5, see [50].

The right plot of Fig. 12 shows that the error in time integration is reduced drastically and remains now roughly in the size of the error bounds TOL if $\kappa$ is set to the very small value $\kappa = 10^{-5}$. The comparison of left and right plot in Fig. 12 illustrates that the direct application of RADAU5 to DAE (71) makes the solver very sensitive to (small) iteration errors in Newton’s method. This practical observation coincides with the results of a detailed perturbation analysis for analytical and numerical solution [1].

4.2 Index reduction and projection

In the direct application of ODE time integration methods to DAE (71) the robustness of the solvers may be improved substantially by small values of $\kappa$ that result in (very) small iteration errors in Newton’s method, see the right plot of Fig. 12. On the other hand values of $\kappa$ that are less than $10^{-3}$ increase the number of Newton steps per time step substantially and may slow down the solver dramatically.

Instead of applying ODE time integration methods directly to (71) it proved to be much more advantageous to transform the equations of motion analytically before time integration. This index reduction is the key to the robust and efficient dynamical simulation of constrained systems. It results in several analytically equivalent DAE formulations of the constrained system that is originally given in its index-3 formulation [50].
with position coordinates $q$, velocity coordinates $v$ and Lagrange multipliers $\lambda$, see (71) and Remark 3. Note, that the index of (77) is three if the mass matrix $M(q)$ is positive definite but may be less than three for rank-deficient mass matrices, see Example 5.

**Index-2 formulation**

Substituting the constraints (77c) by the corresponding hidden constraints

$$0 = \frac{d}{dt} g(q(t)) = \frac{\partial g}{\partial q}(q(t)) \dot{q}(t) = G(q(t))v(t)$$

(78)

at the level of velocity coordinates, see (8), we get the index-2 formulation [50]

$$\dot{q} = v,$$  

(79a)

$$M(q)v = f(q, v) - G^\top(q)\lambda,$$  

(79b)

$$0 = G(q)v.$$  

(79c)

that is analytically equivalent to the original equations of motion (77) if the initial values $q_0$ are consistent with the holonomic constraints (77c) since $g(q_0) = 0$ implies

$$g(q(t)) = g(q(t_0)) + \int_{t_0}^{t} \frac{d}{dt} g(q(\tau)) d\tau = 0$$

(80)

for all $t \geq t_0$. Following step by step the index analysis in Remark 3, we see that DAEs (79) with positive definite mass matrices $M(q)$ have differentiation index and perturbation index two.

**Example 11.** The perturbation analysis for index-2 systems (79) shows that the numerical solution is much less sensitive w.r.t. small constraint residuals than in the index-3 case [1]. This is nicely illustrated by numerical test results for the wheelset benchmark of Example 10. Applying the implicit Runge-Kutta solver RADAU5 to the index-2 formulation (79) of the equations of motion, we get much smaller errors than before, see Fig. 13. For default solver settings (left plot, $\kappa = 0.03$), the error remains roughly in the size of the user prescribed error tolerances $TOL$ with some error saturation at the level of $10^{-6}$ for tolerances $TOL \leq 10^{-6}$. Further improvements are achieved by enforcing very small constraint residuals (right plot, $\kappa = 10^{-5}$) but these highly accurate simulation results require again much more computing time than the simulation with standard solver settings.
The time discretization of index-2 DAEs by implicit Runge-Kutta methods and BDF is discussed in the monographs [26, 47, 50]. For generalized-α and HHT-α methods, the combination of index reduction and time discretization is studied, e.g., in [55, 56, 63], see also the recent analysis for configuration spaces with Lie group structure in [9]. The practical implementation of these implicit time integration methods for the index-2 formulation (79) follows the implementation scheme that was discussed in Section 4.1. In the systems of nonlinear equations (69) and (76), equations \( \mathbf{0} = \mathbf{g}^{n+1} \) have to be substituted by

\[
\mathbf{0} = \mathbf{g}^{n+1}(\Delta \mathbf{q}_n) := \mathbf{G}(\mathbf{q}_{n+1}(\Delta \mathbf{q}_n))\mathbf{q}_{n+1}(\Delta \mathbf{q}_n)
\]

for the generalized-α method and by

\[
\mathbf{0} = \mathbf{g}^{n+1}(\mathbf{v}_{n+1}) := \mathbf{G}(\mathbf{q}_{n+1}(\mathbf{v}_{n+1}))\mathbf{v}_{n+1}
\]

in the BDF case.

**Remark 9.** For non-stiff constrained systems, the use of half-explicit Runge-Kutta methods for the index-2 formulation (79) of the equations of motion proves to be favourable since these methods avoid the solution of systems of nonlinear equations. The \( s \) stage half-explicit method has nodes \( c_i \), weights \( b_i \) and Runge-Kutta parameters \( a_{ij}, \) \( (i = 1, \ldots, s, \ j = 1, \ldots, i - 1) \). It updates the numerical solution \( (\mathbf{q}_n, \mathbf{v}_n, \lambda_n) \) in time step \( t_n \to t_{n+1} = t_n + \Delta t \) using stage vectors

\[
\mathbf{Q}_{ni} \approx \mathbf{q}(t_n + c_i \Delta t), \ \mathbf{V}_{ni} \approx \mathbf{v}(t_n + c_i \Delta t), \ \dot{\mathbf{V}}_{ni} \approx \dot{\mathbf{v}}(t_n + c_i \Delta t), \ \Lambda_{ni} \approx \lambda(t_n + c_i \Delta t),
\]

\((i = 1, \ldots, s)\), that are initialized by

\[
\mathbf{Q}_{n1} = \mathbf{q}_n, \ \mathbf{V}_{n1} = \mathbf{v}_n, \ \dot{\mathbf{V}}_{n1} = \dot{\mathbf{v}}_n, \ \Lambda_{n1} = \lambda_n \quad (81a)
\]
with $\dot{v}_n$ satisfying the dynamical equations at $t = t_n$:

$$
M(q_n)v_n = f(q_n, v_n) - G(q_n)\lambda_n
$$

(81b)

The local error analysis shows that the method should start with an explicit stage

$$
Q_{n+2} = q_n + h\alpha_{21}V_{n+1} = q_n + h\alpha_{21}v_n
$$

(81c)

to avoid order reduction [3, 15]. In the remaining $s - 1$ stages, we may suppose that the stage vectors $Q_{ni}$ and $(V_{nj}, V_{nj})$, $(j = 1, \ldots, i - 1)$, are known such that the stage vectors

$$
V_{ni} = v_n + h\sum_{j=1}^{i-1} a_{ij}V_{nj}, \quad Q_{ni+1} = q_n + h\sum_{j=1}^{i} a_{ij+1,j}V_{nj}
$$

(81d)

may be computed explicitly. (For $i = s$ we use for simplicity $a_{s+1,j} := b_j$.)

According to [25], a half-explicit Runge-Kutta stage for index-2 systems (79) is defined by the dynamical equations (79b) at $t = t_n + c_i h$ and by the constraints (79c) that are evaluated at $t = t_n + c_i+1 h$ using the stage vector $Q_{ni+1}$ from (81d):

$$
M(Q_{ni})\dot{V}_{ni} = f(Q_{ni}, V_{ni}) - G(Q_{ni})A_{ni},
$$

$$
0 = G(Q_{ni+1})V_{ni+1} \quad \text{with} \quad V_{ni,i+1} = v_n + h\sum_{j=1}^{i} a_{i+1,j}V_{nj}.
$$

These equations are linear in the unknown stage vectors $V_{ni}, A_{ni}$ and may be summarized to a system of $n_q + n_A$ linear equations:

$$
\begin{pmatrix}
M(Q_{ni}) & G(Q_{ni}) \\
G(Q_{ni+1}) & 0
\end{pmatrix}
\begin{pmatrix}
V_{ni} \\
A_{ni}
\end{pmatrix}
= 
\begin{pmatrix}
f(Q_{ni}, V_{ni}) \\
\frac{1}{h\alpha_{i+1,j}}G(Q_{ni+1})(v_n + h\sum_{j=1}^{i} a_{i+1,j}V_{nj})
\end{pmatrix}.
$$

(81e)

With (81d) and (81e) we compute stage by stage vectors $Q_{ni+1}$, $V_{ni}$, $\dot{V}_{ni}$ and $A_{ni}$ for $i = 2, \ldots, s$. Finally, the numerical solution at $t = t_{n+1}$ is given by

$$
q_{n+1} = q_n + h\sum_{i=1}^{s} b_i V_{ni}, \quad v_{n+1} = v_n + h\sum_{i=1}^{s} b_i \dot{V}_{ni}, \quad \lambda_{n+1} = \sum_{i=1}^{s} d_i A_{ni}
$$

(81f)

with new algorithmic parameters $d_i$, $(i = 1, \ldots, s)$, being defined by order conditions and by a contractivity condition that has to be satisfied to guarantee zero-stability and convergence [3, 15], see also [50, Section VII.6].

The 5th order explicit Runge-Kutta method of Dormand and Prince [34] has $s = 6$ stages and may be extended to a half-explicit Runge-Kutta method (81) of order $p = 5$ with $s = 7$ stages that was implemented in the solver HEDOP5 for non-stiff constrained systems [3]. Numerical tests for a wheel suspension benchmark problem [81] illustrate that half-explicit solvers like HEDOP5 are superior to the
implicit BDF solver DASSL if the equations of motion (79) are non-stiff [3, 15]. On the other hand, implicit solvers are more flexible and may, e.g., be applied as well to systems with force vectors \( \mathbf{f} = f(q, v, \lambda) \) that contain friction forces depending nonlinerly on the Lagrange multipliers \( \lambda \).

**Index-1 formulation**

The index-2 formulation (79) was obtained substituting the holonomic constraints (77c) by their first time derivative. For index reduction, the second time derivative

\[
0 = \frac{d^2}{dt^2} g(q(t)) = G(q(t))\dot{v}(t) + g(q(t))(v(t), v(t))
\]

may be used at well. These hidden constraints at the level of acceleration coordinates have been used in Section 2.2 to prove the unique solvability of initial value problems for consistent initial values. They define the constraints in the index-1 formulation of the equations of motion:

\[
\begin{align*}
\dot{q} &= v, \\
M(q)\dot{v} &= f(q, v) - G^\top(q)\lambda, \\
0 &= G(q)v + g_{qq}(q)(v, v).
\end{align*}
\]

Using similar arguments as in (80), we may verify that this index-1 formulation is equivalent to the original equations of motion (77) for any consistent initial values \( q_0, v_0 \) satisfying \( g(q_0) = 0 \).

The index-1 formulation is attractive from the numerical point of view since \( \dot{v}(t) \) and \( \lambda(t) \) may be eliminated from (83) solving a system of \( n_q + n_\lambda \) linear equations, see (17). Therefore, position and velocity coordinates may be obtained from the first order ODE

\[
\begin{align*}
\dot{q} &= v, \\
\dot{v} &= a(q, v)
\end{align*}
\]

with the right hand side \( a(q, v) \) being defined by

\[
\begin{pmatrix}
M(q) & G^\top(q) \\
G(q) & 0
\end{pmatrix}
\begin{pmatrix}
a \\
\lambda
\end{pmatrix} =
\begin{pmatrix}
f(q, v) \\
-\mathbf{g}_{qq}(q)(v, v)
\end{pmatrix}.
\]

Initial value problems for (84) can be solved straightforwardly by any ODE time integration method including higher order explicit Runge-Kutta methods and predictor-corrector methods of Adams type.

**Remark 10.** Half-explicit Runge-Kutta methods for the index-1 formulation (83) of the equations of motion compute a numerical solution \( (q_n, v_n) \) that is updated in time step \( t_n \to t_{n+1} = t_n + h \) by \( s \) half-explicit stages. A half-explicit stage for the
DAE aspects of multibody system dynamics

Index-1 formulation (83) combines the explicit update

\[ Q_{ni} = q_n + h \sum_{j=1}^{i-1} a_{ij} V_{nj}, \quad V_{ni} = v_n + h \sum_{j=1}^{i-1} a_{ij} \dot{V}_{nj} \]  

(85a)

with a system of \( n_q + n_\lambda \) linear equations in terms of \( \dot{V}_{ni} \) and \( A_{ni} \):

\[
\begin{pmatrix}
M(Q_{ni}) G^\top(Q_{ni}) \\
G(Q_{ni}) 0
\end{pmatrix}
\begin{pmatrix}
\dot{V}_{ni} \\
A_{ni}
\end{pmatrix} =
\begin{pmatrix}
f(Q_{ni}, V_{ni}) \\
-g_{qq}(Q_{ni})(V_{ni}, V_{ni})
\end{pmatrix}.
\]

(85b)

With (85a) and (85b) we compute stage by stage vectors \( Q_{ni}, V_{ni}, \dot{V}_{ni} \) and \( A_{ni} \) for \( i = 1, \ldots, s \). Finally, the numerical solution at \( t = t_{n+1} \) is given by

\[
q_{n+1} = q_n + h \sum_{i=1}^{s} b_i V_{ni}, \quad v_{n+1} = v_n + h \sum_{i=1}^{s} b_i \dot{V}_{ni}.
\]

(85c)

This solution strategy was implemented, e.g., in the half-explicit Runge-Kutta solver MDOP5 [80] that is based on the 5th order explicit Runge-Kutta method of Dormand and Prince [34]. For non-stiff problems, MDOP5 is as efficient as the half-explicit solver HEDOP5, see Remark 9. Numerical tests have shown that MDOP5 is slightly more efficient than HEDOP5 if the curvature term \( g_{qq}(v, v) \) may be evaluated with moderate numerical effort. On the other hand, the index-2 solver HEDOP5 is superior for problems with time consuming function evaluations \( g_{qq}(v, v) \) like the wheel suspension benchmark [81], see [3, 4].

**Drift-off effect**

Index reduction by differentiation does not only improve the robustness of implicit solvers substantially but offers additionally the chance to use explicit and half-explicit methods as well. The main drawback of index reduced formulations like (79) and (83) are large constraint residuals \( g(q_n) \) in long-term simulations. This *drift-off effect* is illustrated by the numerical test results in Fig. 14 that show linearly growing constraint residuals of size \( 10^{-6} \) for the index-2 formulation (79) and quadratically growing constraint residuals of size \( 5.0 \times 10^{-4} \) for the index-1 formulation (83).

Because of (80), the *analytical* solution of the index-2 formulation satisfies the original constraints \( g(q) = 0 \) exactly for all \( t \geq t_0 \). In the *numerical* solution the integrand \( (dg/dt)(q(t)) \) in (80) is still bounded by a small constant \( \varepsilon > 0 \) but because of discretization and round-off errors it does not vanish identically. Therefore, the error in (77c) may increase linearly in time \( t \):

\[
\| g(q_n) \| \leq \| g(q_0) \| + \int_{t_0}^{t_n} \varepsilon \, dt = \varepsilon \cdot (t_n - t_0).
\]

(86)
Fig. 14 Drift-off effect in the dynamical simulation of the rigid wheelset of Fig. 11 resulting in an increasing distance $g_r(q_n)$ between the right wheel and the rail, i.e., in an increasing error in the constraints $0 = g = (g_l, g_r)^T$ that are defined by the contact conditions for left and right wheel [5, Fig. 10].

The numerical solution $q_n$ drifts off the manifold $\mathcal{M} = \{ \eta : g(\eta) = 0 \}$ that is defined by the constraints (77c) on position level. The error bound $\varepsilon$ summarizes discretization and round-off errors and the iteration errors of Newton’s method.

For the index-1 formulation (83) a quadratic error growth

$$\|g(q_n)\| \leq \varepsilon \cdot (t_n - t_0)^2$$

has to be expected since the constraints (77c) on position level are substituted by their second derivatives (83c). Practical experience shows that $\varepsilon$ depends on the solver and on the user-defined error tolerances TOL. In general, however, there is always a linear drift in the time integration of the index-2 formulation and a quadratic drift for the index-1 formulation.

**Projection techniques and Baumgarte stabilization**

An early attempt to avoid both the numerical problems for the index-3 formulation (77) and the drift-off effect in the index-2 and index-1 formulation goes back to the work of Baumgarte [21] who substituted the constraints (77c) by a linear combination of all three constraints (77c), (79c) and (83c). Because of the problems to select suitable coefficients for this linear combination (Baumgarte coefficients) the practical use of Baumgarte’s approach is restricted to small scale models, see also the detailed analysis in [18].

A Baumgarte like method that substitutes the original constraints (77c) by a linear combination of (77c) and (79c) proved to be more favourable:
This index-2 Baumgarte approach is used successfully for fixed step size computations in real-time applications. Here, the Baumgarte parameter should be set to $\alpha_0 = C/h$ with a suitable constant $C > 0$, see [10, 87].

In off-line simulation, it is state-of-the-art to avoid the drift-off effect by projection techniques [35, 61]. During the time integration of index reduced formulations like (79) and (83), the residual $\|g(q_n)\|$ in the constraints $g(q) = 0$ is monitored. If the residual exceeds at $t = t_n$ some user-defined small error bound $\varepsilon_r > 0$ then $q_n$ is projected onto the manifold $M = \{ \eta : g(\eta) = 0 \}$ resulting in projected position coordinates $\hat{q}_n$, see Fig. 15. In a second stage, the velocity coordinates $v_n$ are projected to the tangent space $T_qM$ at $q = \hat{q}_n$. Finally, the position and velocity coordinates $(\hat{q}_n, \hat{v}_n)$ are substituted by their projections $(\tilde{q}_n, \tilde{v}_n)$ and the time integration is continued with the next time step.

For nonlinear constraints $g(q) = 0$, the projected position coordinates $\hat{q}_n$ have to be computed iteratively. Following the approach of [61], we study the constrained minimization problem

$$\min \left\{ \frac{1}{2} \| \eta - q_n \|_{M(q_n)}^2 : g(\eta) = 0 \right\}$$

with the semi-norm $\| \eta \|_{M(q_n)} := (\eta^TM(q_n)\eta)^{1/2}$ that considers the mass distribution in the multibody system model. The constraints $g(\eta) = 0$ are coupled to the objective function by Lagrange multipliers $\mu$ resulting in

$$\mathcal{L}(\eta, \mu) := \frac{1}{2} (\eta - q_n)^TM(q_n)(\eta - q_n) + \mu^Tg(\eta).$$

The necessary conditions
\[ 0 = \nabla_\eta \mathcal{L}(\eta, \mu) = M(q_n)(\eta - q_n) + G^\top(\eta) \mu, \]
\[ 0 = \nabla_\mu \mathcal{L}(\eta, \mu) = g(\eta) \]

for a local minimum of (88) motivate a projection step \( q_n \mapsto \hat{q}_n \) with \( \hat{q}_n \) being defined by the nonlinear system
\[ 0 = M(q_n)(\hat{q}_n - q_n) + G^\top(q_n) \mu, \]
\[ 0 = g(\hat{q}_n) \]

that may be solved iteratively by a simplified Newton method without re-evaluating the constraint matrix \( G \). The iteration matrix has the characteristic 2 \( \times \) 2 block structure (18), see [61]:
\[
\begin{pmatrix}
  M(q_n) & G^\top(q_n) \\
  G(q_n) & 0
\end{pmatrix}
\begin{pmatrix}
  q_n^{(k+1)} - q_n^{(k)} \\
  \mu^{(k+1)}
\end{pmatrix} = -
\begin{pmatrix}
  M(q_n)(\hat{q}_n^{(k)} - q_n^{(k)}) \\
  g(\hat{q}_n^{(k)})
\end{pmatrix},
\] (89)

The method is initialized by \( \hat{q}_n^{(0)} := q_n \) and needs typically only a few simplified Newton steps (89) to get an iterate \( \hat{q}_n = q_n^{(k)} \) satisfying \( \| g(\hat{q}_n) \| \leq \varepsilon_p \), see [61].

The projection of \( v_n \) to the tangent space \( T_q M \) at \( q = \hat{q}_n \) does not require the iterative solution of nonlinear equations because the hidden constraints \( G(\hat{q}_n)v = 0 \) are linear in the velocity coordinates \( v \). The constrained minimization problem
\[
\min \left\{ \frac{1}{2} \| \eta - v_n \|_{M(\hat{q}_n)}^2 : G(\hat{q}_n)\eta = 0 \right\}
\] (90)

may be solved directly and defines the projected velocity coordinates \( \hat{v}_n \) by
\[
\begin{pmatrix}
  M(\hat{q}_n) & G^\top(\hat{q}_n) \\
  G(\hat{q}_n) & 0
\end{pmatrix}
\begin{pmatrix}
  \hat{v}_n - v_n \\
  \mu
\end{pmatrix} = \begin{pmatrix}
  0 \\
  -G(\hat{q}_n)v_n
\end{pmatrix}.
\] (91)

**Stabilized index-2 formulation**

In complex applications, the use of classical projection methods like (89) and (91) is restricted to Runge-Kutta, generalized-\( \alpha \) and other one-step methods since the efficient implementation of projection steps in advanced BDF solvers with order and step size control is non-trivial.

Instead of implementing explicit projection steps in the solver, the index reduced formulations of the equations of motion are reformulated in a way that contains implicitly the projection onto the constraint manifold \( \mathcal{M} = \{ q : g(q) = 0 \} \) and its tangent space \( T_q \mathcal{M} \). For the index-2 formulation (79), this approach goes back to the work of Gear, Gupta and Leimkuhler [44] who proposed to consider the (hidden) constraints (77c) and (79c) on position and velocity level simultaneously:
\[
\dot{q} = v - G^T(q) \mu, \quad (92a)
\]
\[
M(q)\dot{v} = f(q, v) - G^T(q) \lambda, \quad (92b)
\]
\[
0 = g(q), \quad (92c)
\]
\[
0 = G(q)v. \quad (92d)
\]

The increasing number of equations in this stabilized index-2 formulation [26] of the equations of motion is compensated by a correction term \(-G^T(q) \mu\) with auxiliary variables \(\mu(t) \in \mathbb{R}^{n_\lambda}\). The correction term vanishes identically for the analytical solution since (92a,d) and the time derivative of (92c) imply
\[
0 = \frac{d}{dt} g(q(t)) = \frac{\partial g}{\partial q}(q) \dot{q} = G(q)(v - G^T(q) \mu) = -[GG^T](q) \mu
\]
and the matrix product \([GG^T](q)\) is non-singular for any full rank matrix \(G(q)\). Therefore, \(\mu(t) \equiv 0\). For the numerical solution, the correction term remains in the size of the user-defined error tolerances TOL.

Eqs. (92) form an index-2 DAE that may be solved robustly and efficiently by BDF [44] and implicit Runge-Kutta methods [50]. However, the error estimates in classical ODE solvers tend to overestimate the local errors in the algebraic components \(\lambda, \mu\) of DAE (92), see [68]. Therefore the components \(\lambda\) and \(\mu\) should not be considered in the automatic step size control of BDF solvers [70]. For implicit Runge-Kutta solvers the error estimates for \(\lambda\) and \(\mu\) are scaled by the small factor \(h\), see [50].

In implicit methods, the correction term \(-G^T(q) \mu\) may be evaluated efficiently taking into account the block structure of the iteration matrix in the corrector iteration [5, Section 5]. This implementation scheme goes back to the work of Führer [40] who considered furthermore a stabilized index-1 formulation in BDF time integration [41].

The stabilized index-2 formulation may be defined as well for the more complex model equations (44) with additional algebraic equations \(0 = h(q, s)\) but the structure of the correction term needs to be adapted carefully [2, 5]. This generalization of the classical approach of Gear, Gupta and Leimkuhler is closely related to the first index reduction step in the index reduction algorithm according to Kunkel and Mehrmann [58].

Stabilized index reduced formulations have also been investigated in the context of generalized-\(\alpha\) and HHT-\(\alpha\) methods [9, 55, 56, 63, 91]. Here, we consider the generalized-\(\alpha\) method (64) for the stabilized index-2 formulation (92) of the equations of motion [9]. The constrained equilibrium conditions
\[
M(q_{n+1})\ddot{q}_{n+1} = f(q_{n+1}, \dot{q}_{n+1}) - G^T(q_{n+1}) \lambda_{n+1}, \quad (93a)
\]
\[
0 = g(q_{n+1}), \quad (93b)
\]
\[
0 = G(q_{n+1})v_{n+1} \quad (93c)
\]
define a numerical solution \((\mathbf{q}_{n+1}, \mathbf{v}_{n+1})\) that satisfies both the holonomic constraints at the level of position coordinates and the hidden constraints at the level of velocity coordinates. A correction term \(-\mathbf{G}^T(q_n)\mathbf{\mu}_n\) is added to the update formula (64a) of the position coordinates, i.e., we get \(\mathbf{q}_{n+1} = \mathbf{q}_n + h\Delta \mathbf{q}_n\) with the scaled increment
\[
\Delta \mathbf{q}_n := \mathbf{q}_n - \mathbf{G}^T(q_n)\mathbf{\mu}_n + h(0.5 - \beta)\mathbf{a}_n + h\beta \mathbf{a}_{n+1}, \tag{94a}
\]
see (68a). Using again the functions \(q_{n+1}(\Delta \mathbf{q}_n), \ldots\) that were introduced in (68b–c), we may express \(\mathbf{q}_{n+1}, \mathbf{a}_{n+1}, \mathbf{q}_{n+1}\) and \(\mathbf{q}_{n+1}\) in terms of \(\Delta \mathbf{q}_n\) and \(\mathbf{\mu}_n\):
\[
\begin{align*}
\mathbf{q}_{n+1} &= \mathbf{q}_n + (\Delta \mathbf{q}_n), \\
\mathbf{a}_{n+1} &= \mathbf{a}_n + (\Delta \mathbf{q}_n + \mathbf{G}^T(q_n)\mathbf{\mu}_n), \\
\mathbf{q}_{n+1} &= \mathbf{q}_n + (\Delta \mathbf{q}_n + \mathbf{G}^T(q_n)\mathbf{\mu}_n), \\
\mathbf{q}_{n+1} &= \mathbf{q}_n + (\Delta \mathbf{q}_n + \mathbf{G}^T(q_n)\mathbf{\mu}_n). 
\end{align*}
\tag{94b–e}
\]
In each time step, the numerical solution is obtained solving the system of \(n_q + 2n_h\) nonlinear equations
\[
\begin{align*}
\mathbf{0} &= \mathbf{r}^{n+1}_h(\Delta \mathbf{q}_n, h\mathbf{\lambda}_{n+1}, \mathbf{\mu}_n), \\
\mathbf{0} &= \mathbf{g}^{n+1}_h(\Delta \mathbf{q}_n), \\
\mathbf{0} &= \mathbf{g}^{n+1}_h(\Delta \mathbf{q}_n, \mathbf{\mu}_n)
\end{align*}
\]
with
\[
\begin{align*}
\mathbf{r}^{n+1}_h(\Delta \mathbf{q}_n, h\mathbf{\lambda}_{n+1}, \mathbf{\mu}_n) &:= \mathbf{M}(\mathbf{q}_{n+1}(\Delta \mathbf{q}_n))h\mathbf{q}_{n+1}(\Delta \mathbf{q}_n + \mathbf{G}^T(q_n)\mathbf{\mu}_n) \\
&\quad - hf(\mathbf{q}_{n+1}(\Delta \mathbf{q}_n), \mathbf{q}_{n+1}(\Delta \mathbf{q}_n + \mathbf{G}^T(q_n)\mathbf{\mu}_n)) \\
&\quad + \mathbf{G}^T(\mathbf{q}_{n+1}(\Delta \mathbf{q}_n))h\mathbf{\lambda}_{n+1}, \\
\mathbf{g}^{n+1}_h(\Delta \mathbf{q}_n) &:= \frac{1}{h}\mathbf{g}(\mathbf{q}_{n+1}(\Delta \mathbf{q}_n)), \\
\mathbf{g}^{n+1}_h(\Delta \mathbf{q}_n, \mathbf{\mu}_n) &:= \mathbf{G}(\mathbf{q}_{n+1}(\Delta \mathbf{q}_n))\mathbf{q}_{n+1}(\Delta \mathbf{q}_n + \mathbf{G}^T(q_n)\mathbf{\mu}_n).
\end{align*}
\]
These equations are scaled again such that the Jacobian
\[
\begin{pmatrix}
\frac{1 - \alpha_n}{\beta(1 - \alpha_f)} \mathbf{M}(\mathbf{q}_n) + \mathcal{O}(h) & \mathbf{G}^T(\mathbf{q}_n) + \mathcal{O}(h) \\
\mathbf{G}(\mathbf{q}_n) + \mathcal{O}(h) & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{1} - \alpha_n & \mathbf{0} \\
\frac{\gamma}{\beta} \mathbf{G}(\mathbf{q}_n) + \mathcal{O}(h) & \frac{\gamma}{\beta} \mathbf{G}^T(\mathbf{q}_n) + \mathcal{O}(h)
\end{pmatrix}
\]
and its inverse remain bounded for \(h \to 0\).

The generalized-\(\alpha\) method (93), (94) converges with order \(p = 2\) for all solution components if the starting values \(\mathbf{q}_0, \mathbf{v}_0\) and \(\mathbf{\lambda}_0\) are second order accurate and
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Fig. 16 Global error $\lambda(t_n) - \lambda_0$ of the generalized-$\alpha$ method (93), (94) for the stabilized index-2 formulation of the equations of motion for the mathematical pendulum with initial values $x_0 = 0$ (left plot) and $x_0 = 0.2$ (right plot).

$$a_0 = \dot{q}(t_0 + (\alpha_m - \alpha_f)h) + O(h^2),$$

see [9]. In Fig. 16 this second order convergence result is illustrated for the application to the equations of motion of the mathematical pendulum, see Example 8. For the stabilized index-2 formulation, the global error $\lambda(t_n) - \lambda_0$ remains in the size of $2.0 \times 10^{-3}$ for both initial configurations. A step size reduction by a factor of two results approximately in a reduction of global errors by the factor of $2^2 = 4$.

The stabilized index-2 formulation of the equations of motion may be extended straightforwardly to model equations with more complex structure including, e.g., nonholonomic constraints or additional differential or algebraic equations. In that sense it is considered to be the most flexible general purpose approach to time integration in multibody dynamics that combines robustness with numerical efficiency. In a practical implementation, the stabilized index-2 formulation is discretized by BDF, by implicit Runge-Kutta methods or by Newmark type methods resulting in nonlinear corrector equations that have to be solved in each time step.

5 Summary

Analysis and numerical solution of constrained mechanical systems have been an important subject of DAE theory for more than 25 years. The well structured higher index model equations have inspired the development of very efficient index reduction and time integration methods. These DAE solution techniques offer much flexibility to multibody system dynamics w.r.t. model setup and choice of coordinates. Model equations with redundant coordinates resulting from a generic network approach for model setup or from kinematically closed loops in the multibody system model may be solved efficiently by a combination of index reduction techniques.
with time integration methods from nonlinear system dynamics (BDF, Runge-Kutta methods) or structural dynamics (generalized-\(\alpha\) and HHT-\(\alpha\) methods).

Half-explicit methods prove to be efficient in the non-stiff case but are typically restricted to the simulation of \(N\)-body systems. The model equations in multibody system dynamics may have a substantially more complex structure including non-linear configuration spaces, additional differential and algebraic equations, rank-deficient mass matrices and redundant constraints. Often, they may be solved more efficiently by implicit methods. The combination of BDF, implicit Runge-Kutta methods or generalized-\(\alpha\) methods with the stabilized index-2 formulation of the equations of motion is the method of choice in industrial multibody system simulation.
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