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Abstract

An ill-posed quasi variational inequality with contaminated data can be stabilized by employing the elliptic regularization. Under suitable conditions, a sequence of bounded regularized solutions converge strongly to a solution of the original quasi variational inequality. Moreover, the conditions that ensure the boundedness of regularized solutions, become sufficient solvability conditions. It turns out that the regularization theory is quite strong for quasi variational inequalities with set-valued monotone maps but restrictive for generalized monotone maps. The results are quite general and are applicable to ill-posed variational inequalities, inverse problems, and split-feasibility problem, among others.
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1 Introduction

Let $B$ be a real reflexive Banach space with $B^*$ as its dual, and let $J$ be the associated normalized duality mapping. We assume that $B$ has been renormed so that $B$ and $B^*$ are locally uniformly convex. We specify the duality pairing between $B$ and $B^*$ by $\langle \cdot , \cdot \rangle$, whereas $\| \cdot \|$ stands for the norm in $B$ as well as in $B^*$. Let $C \subset B$ be nonempty, closed, and convex, and let $\mathcal{K} : C \rightharpoonup C$ be a set-valued map such that for every $v \in C$, the set $\mathcal{K}(v)$ is a nonempty, closed, and convex subset of $C$. Let $\mathcal{F} : B \rightrightarrows B^*$ be a given set-valued map, let $\varphi : B \rightarrow \mathbb{R}$ be a given functional, and let $f \in B^*$ be arbitrary. The domain and the graph of $\mathcal{F}$ are given by $\mathcal{D}(\mathcal{F}) := \{ x \in B : \mathcal{F}(x) \neq \emptyset \}$ and $\mathcal{G}(\mathcal{F}) := \{ (x,y) \in B \times B^* : x \in \mathcal{D}(\mathcal{F}), \ y \in \mathcal{F}(x) \}$, respectively. The strong convergence and the weak convergence in $B$ as well as in $B^*$ are specified by $\rightarrow$ and $\rightharpoonup$, respectively.

In this work we study the following quasi variational inequality: find $x \in C \cap \mathcal{K}(x)$ such that for some $w \in \mathcal{F}(x)$, we have

$$\langle w - f, z - x \rangle \geq \varphi(x) - \varphi(z), \quad \text{for every } z \in \mathcal{K}(x). \quad (1)$$
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The above quasi variational inequality includes many important problems of interest as particular cases. For instance, if the map $\mathcal{F}$ is single-valued and $\phi \equiv 0$, then (1) recovers the following quasi variational inequality: find $x \in \mathcal{C} \cap \mathcal{K}(x)$ such that
\[
\langle \mathcal{F}(x) - f, z-x \rangle \geq 0, \quad \text{for every } z \in \mathcal{K}(x).
\] (2)

The above problem was introduced by Bensoussan and Lions [7] in connection with an impulse control problem. A general treatment of (2) was given by Mosco [41]. If additionally $\mathcal{K}(x) = \mathcal{C}$ for every $x \in \mathcal{C}$, then (1) recovers the following variational inequality: find $x \in \mathcal{C}$ such that
\[
\langle \mathcal{F}(x) - f, z-x \rangle \geq 0, \quad \text{for every } z \in \mathcal{C}.
\] (3)

Variational inequality (3) appears as a necessary optimality condition in output least-squares (OLS) formulation of the inverse problem of identifying coefficients in partial differential equations (cf. [15]). Moreover, (3) also emerges as a necessary and sufficient optimality condition for the same inverse problem through the modified OLS (cf. [20]) and the equation error approach (cf. [21]).

Notice that, if for every $x \in \mathcal{C}$, $\mathcal{K}(x)$ is a proper, closed, and convex cone, $f = 0$, and $\phi \equiv 0$, then (1) collapses to the generalized complementarity problem: find $x \in \mathcal{C}$ such that
\[
x \in \mathcal{K}(x), \quad w \in \mathcal{F}(x) \cap \mathcal{K}^*(x), \quad \langle w, x \rangle = 0,
\] (4)

where $\mathcal{K}^*(x)$ is the positive polar of $\mathcal{K}(x)$. If additionally $\mathcal{K}(x) \equiv \mathcal{C}$, then (4) recovers the complementarity problem (see [22]). The equivalence between (1) and (4) is given by Giannessi [18].

In recent years the theory of variational and quasi variational inequalities emerged as one of the most promising branches of pure, applied, and industrial mathematics. This theory provides us with a convenient mathematical apparatus for studying a wide range of problems arising in diverse fields such as structural mechanics, elasticity, economics, optimization, optimal control, inverse problems, financial mathematics, and others (see [8],[31],[34]). The existence and the approximation theories for quasi variational inequalities are challenging and require that a variational inequality and a fixed point problem should be solved simultaneously. Consequently, many solution techniques which are available for variational inequalities have not been extended for quasi variational inequalities. For instance, regularization and penalization methods for monotone variational inequalities have almost reached a saturation point. In contrast, for quasi variational inequalities, these approaches have not been fully explored, and there are many questions to be answered.

In this study, our objective is to develop a regularization theory for quasi variational inequalities. It is known that, in general, quasi variational inequalities are ill-posed. That is, a quasi variational inequality may either have no solution or multiple solutions, and, most importantly, small errors in data could lead to uncontrollable errors in its solution(s). Not surprising, the ill-posedness of a quasi variational inequality is also evident from the fact that it recovers many severely ill-posed inverse problems and variational inequalities as particular cases. A few of these examples will be discussed below. The use of regularization will ensure the stable behavior of an ill-posed quasi variational inequality. To be more specific, we will study (an analogue of) the following regularized quasi variational inequality: find $x_\varepsilon \in \mathcal{C} \cap \mathcal{K}(x_\varepsilon)$ such that for some $w_\varepsilon \in \mathcal{F}(x_\varepsilon)$, we have
\[
\langle w_\varepsilon + \varepsilon J(x_\varepsilon), z-x_\varepsilon \rangle \geq \phi(x_\varepsilon) - \phi(z), \quad \text{for every } z \in \mathcal{K}(x_\varepsilon),
\]
where $\epsilon > 0$. Due to the nice features of duality map $J$, the map $\mathcal{F}(\cdot) + \epsilon J(\cdot)$ has significantly better properties than $\mathcal{F}$. The objective is to study the convergence of the regularized solutions $\{x_\epsilon\}$ as $\epsilon \to 0$. The importance of regularization methods for variational inequalities has long been recognized. In fact, Lions and Stampacchia [35] investigated the behavior of regularized solutions in the context of a linear variational inequality. They established an equivalence between the boundedness of regularized solutions $\{x_\epsilon\}$ and the solvability of the corresponding variational inequality. Their work was significantly improved by Browder [11], who gave various conditions to ensure the boundedness of regularized solutions of a (nonlinear) variational inequality and as a consequence obtained new existence results. In another important contribution, Mosco [40] regularized a nonlinear variational inequality and established its stability for the case when the data is subjected to a perturbation. Bakushinskii and Polak [6] combined the regularization approach to a numerical scheme and proposed the principle of iterative regularization. In the same vein, A. Kaplan and R. Tichatschke, in their seminal contributions, investigated various aspects of iterative regularization and its connection with proximal point algorithms (see [29] and the cited reference therein). All of these works primarily focused on variational inequalities with monotone operators. In order to tackle more general boundary value problems, Liskovets [36] studied a regularization scheme for variational inequalities with pseudo-monotone operators. Recently, Gwinner [25] gave new convergence results for equilibrium problems with pseudo-monotone forms. Ya. I. Alber, along with his several coworkers, explored various aspects of regularization for general variational inequalities under milder conditions. A nice exposition of their work can be found in the recent monograph [4]. Liu and Nashed [39] focused on variational inequalities with co-coercive maps and gave new rates of convergence for regularized solutions. Some of the related ideas are available in Badriev et al. [5], Djafari Rouhani and Khan [16], Konnov et al. [33], Liu [37], and the cited references therein.

In this work, we present an extension of some of the above-mentioned contributions to quasi variational inequalities. More specifically, we will show that, under suitable conditions, regularized solutions converge to a solution of the original quasi variational inequality, provided that the original problem is solvable. This result is valid for quasi variational inequalities with non-coercive operators. To the best of our knowledge, a regularization theory for a quasi variational inequality with set-valued maps was initiated by Giannessi and Khan [19]. However, the results in [19] were proved under quite stringent conditions, and no results concerning the strong convergence of regularized solutions were given. In this work, besides studying the stable approximation of a quasi variational inequality with pseudo-monotone and generalized monotone operators, we give results concerning the strong convergence of regularized solutions. For the case of monotone operators, we heavily rely on some of the techniques developed by Alber et al. [2], to strengthen the results given in [19] and to give new results for quasi variational inequalities.

The rest of the paper is divided into seven sections. Section 2 recalls the basic definitions and results for their later use in this work. Section 3 deals with an existence theory for quasi variational inequalities. Section 4 discusses the solvability of a regularized quasi variational inequality with monotone operators. In Section 5, we work under the assumption that regularized solutions are bounded and study their weak and strong convergence. We focus on quasi variational inequalities with monotone and generalized monotone maps. As our results show, the convergence criteria for generalized monotone maps is slightly more restrictive. In Section 6, we explore the conditions that
ensure boundedness of regularized solutions. Due to the results of Section 5, all these conditions, in fact, turn out to be sufficient conditions for the solvability of quasi variational inequalities. Section 7 discusses applications to quasi hemi-variational inequalities and inverse problems. Some remarks and open questions in Section 8 conclude the paper.

2 Preliminaries

One of the most commonly used techniques for the solvability of quasi variational inequalities is finding fixed points of the associated variational selection (see [1], [17], [40], [44]). To shed some light on this idea, we fix an element \( v \in C \) and consider the following parametric variational inequality with element \( v \) as the parameter: find \( x \in \mathcal{K}(v) \) such that for some \( w \in \mathcal{F}(x) \), we have

\[
\langle w - f, z - x \rangle \geq \varphi(x) - \varphi(z), \quad \text{for every } z \in \mathcal{K}(v).
\] (5)

This allows us to define a set-valued map, the so-called variational selection, \( \mathcal{I} : C \rightrightarrows C \) such that for any \( v \in C \), \( \mathcal{I}(v) \) is the set of all solutions of (5). It is evident that, if \( x \in C \) is a fixed point of \( \mathcal{I} \), that is, if \( x \in \mathcal{I}(x) \), then \( x \) is a solution of quasi variational inequality (1). The following fixed point theorem of Kluge [32], therefore, turns out to be an important tool for solving (1).

**Theorem 2.1.** [32] Let \( Z \) be a reflexive Banach space and let \( C \subset Z \) be nonempty, convex, and weakly closed. Assume that \( \Psi : C \rightrightarrows C \) is a set-valued map such that for every \( u \in C \), the set \( \Psi(u) \) is nonempty, closed, and convex, and the graph of \( \Psi \) is weakly closed. Assume that either the set \( C \) is bounded or the set \( \Psi(C) \) is bounded. Then the map \( \Psi \) has at least one fixed point in \( C \).

To employ the above theorem for the solvability of (1), we need to verify that the conditions imposed on \( \Psi \) are satisfied by \( \mathcal{I} \). Since the properties of \( \mathcal{I} \) are determined by the data \( \{ \mathcal{F}, \mathcal{K}, C, f, \varphi \} \), we first recall the basic classes of functions that will be dealt with in this work.

**Definition 2.1.** Let \( \mathcal{A} : \mathcal{B} \rightrightarrows \mathcal{B}^* \) be a set-valued map, and let \((x,u),(y,v) \in \mathcal{I}(\mathcal{A})\) be arbitrary. The map \( \mathcal{A} \) is said to be:

- **monotone**, if \( \langle u - v, x - y \rangle \geq 0 \);
- **strictly monotone**, if \( \langle u - v, x - y \rangle > 0 \), only if \( x \neq y \);
- **\( m \)-relaxed monotone**, if \( \langle u - v, x - y \rangle \geq -m\|x - y\| > 0 \), \( m > 0 \);
- **maximal monotone**, if the graph of the monotone map \( \mathcal{A} \) is not included in the graph of any other monotone map with the same domain;
- **coercive**, if \( \langle u, x \rangle \geq m(\|x\| \|x\|) \), where \( m : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with \( \lim_{r \rightarrow \infty} m(r) = +\infty \).

**Definition 2.2.** Let \( \mathcal{A} : \mathcal{B} \rightrightarrows \mathcal{B}^* \) be a set-valued map.

- The map \( \mathcal{A} \) is called pseudo-monotone, if for each \( x \in \mathcal{D}(\mathcal{A}) \), the set \( \mathcal{A}(x) \) is bounded, closed, and convex, the map \( \mathcal{A} \) is finitely continuous, and for any \( \{ (x_n, w_n) \} \subset \mathcal{D}(\mathcal{A}) \) such that \( x_n \rightharpoonup x \) and \( \limsup_{n \rightarrow \infty} \langle w_n, x_n - x \rangle \leq 0 \), it holds that for each \( y \in \mathcal{B} \), there exists \( w(y) \in \mathcal{A}(x) \) satisfying \( \liminf_{n \rightarrow \infty} \langle w_n, x_n - y \rangle \geq \langle w(y), x - y \rangle \).
The map \( \mathcal{A} \) is called generalized monotone, if for any \( \{(x_n, w_n)\} \subset \mathcal{G}(\mathcal{A}) \) with \( x_n \to x \) and \( w_n \to w \) such that \( \limsup_{n \to \infty} \langle w_n, x_n - x \rangle \leq 0 \), we have \( w \in \mathcal{F}(x) \) and \( \langle w, x \rangle \).

The map \( \mathcal{A} \) is said to possess \( S_+ \) property if for any sequence \( \{(x_n, w_n)\} \subset \mathcal{G}(\mathcal{A}) \) with \( x_n \to x \in \mathcal{D}(\mathcal{A}) \) and \( \limsup_{n \to \infty} \langle w_n, x_n - x \rangle \leq 0 \), we have \( x_n \to x \).

For details on the maps of monotone type, the reader is referred to monographs [32],[43],[45].

**Definition 2.3.** The map \( \mathcal{K} \) is called \( M \)-continuous relative to \( \varphi \), if the following conditions hold:

**(M1)** For any sequence \( \{x_n\} \subset \mathcal{C} \) with \( x_n \to x \), and for each \( y \in \mathcal{K}(x) \), there exists \( \{y_n\} \) such that \( y_n \in \mathcal{K}(x_n) \), \( y_n \to y \) and \( \varphi(y_n) \to \varphi(y) \).

**(M2)** For \( y_n \in \mathcal{K}(x_n) \) with \( x_n \to x \) and \( y_n \to y \), we have \( y \in \mathcal{K}(x) \).

Moreover, \( \mathcal{K} \) is called fast \( M \)-continuous relative to \( \varphi \) and \( \{\varepsilon_n\} \subset \mathbb{R}_+ \) with \( \varepsilon_n \downarrow 0 \), if the following conditions hold:

**(FM1)** For any sequence \( \{x_n\} \subset \mathcal{C} \) with \( x_n \to x \), and for each \( y \in \mathcal{K}(x) \), there exists \( \{y_n\} \) such that \( y_n \in \mathcal{K}(x_n) \), \( \varepsilon_n^{-1}||y_n - y|| \to 0 \) and \( \varepsilon_n^{-1}||\varphi(y_n) - \varphi(y)|| \to 0 \).

**(FM2)** For \( y_n \in \mathcal{K}(x_n) \) with \( x_n \to x \), there exists \( z_n \in \mathcal{K}(x) \) such that \( \varepsilon_n^{-1}(z_n - y_n) \to 0 \) and \( \varepsilon_n^{-1}||\varphi(z_n) - \varphi(y_n)|| \to 0 \).

**Remark 2.1.** In his celebrated paper, Mosco [40] introduced the above notion of set-convergence and used it for stable approximation of variational inequalities when the underlying convex set \( K \) is approximated by a sequence of convex sets \( \{K_n\} \). Recently, Alber et al. [2] employed this convergence for regularization of set-valued variational inequalities. The notion of \( M \)-continuity when \( \mathcal{K} \) is a set-valued map was used by Mosco [41] for the study of quasi variational inequalities.

The following estimate by Alber and Notik [3] turns out to be an indispensable technical tool:

**Lemma 2.1.** Let \( Z \) be a reflexive Banach space with \( Z^* \) as its dual. Let \( \mathcal{A} : Z \to Z^* \) be a monotone map with \( \bar{x} \in \text{int}(\mathcal{D}(\mathcal{A})) \). Then there exists a constant \( r = r(\bar{x}) > 0 \) such that for every \( (x, w) \in \mathcal{G}(\mathcal{A}) \) and corresponding \( c := \sup\{||w|| : ||x - \bar{x}|| \leq r, \text{ and } w \in \mathcal{A}(x)\} < \infty \), we have

\[
\langle w, x - \bar{x} \rangle \geq r||w|| - (||x - \bar{x}|| + r)c.
\]

The above estimate is derived from the fact that \( \mathcal{A} \) is locally bounded at \( \bar{x} \) which belongs to the interior of its domain. Since Borwein and Fitzpatrick [9] showed that a monotone map is locally bounded at every absorbing point, the conclusions of Lemma 2.1 will still hold if we replace the condition \( \bar{x} \in \text{int}(\mathcal{D}(\mathcal{A})) \) by a milder condition that \( \bar{x} \) is an absorbing point of its domain.

We conclude this section by the following lemma, a proof of which is based on Banach-Steinhaus theorem, and can be found in Browder [12, Lemma 1].

**Lemma 2.2.** Let \( Z \) be a Banach space with \( Z^* \) as its dual, let \( \{x_n\} \subset Z \), and let \( \{s_n\} \subset \mathbb{R}_+ \) be such that \( s_n \downarrow 0 \). Fix \( r > 0 \), and assume that for every \( h \in Z^* \) with \( ||h|| \leq r \), there exists a constant \( C_h \) such that \( \langle h, x_n \rangle \leq s_n||x_n|| + C_h \), for every \( n \). Then the sequence \( \{x_n\} \) is bounded.
3 Existence Theorems for Quasi Variational Inequalities

We begin by a new existence result for (1). In the following, by \( \partial \varphi(\cdot) \) we denote the subdifferential of \( \varphi \), and by \( \Gamma \) we represent the set of all \( \sigma : \mathbb{R}_+ \to \mathbb{R}_+ \) such that \( \sigma(r) \to 0 \) as \( r \to \infty \).

**Theorem 3.1.** Assume that the following conditions hold:

(A\(_{\varphi}\)) \( \mathcal{F} : \mathcal{B} \rightrightarrows \mathcal{B}^* \) is a maximal monotone map.

(A\(_{\varphi}\)) \( \varphi : \mathcal{B} \to \mathbb{R} \) is a proper, convex, and lower-semicontinuous function.

(A\(_{\mathcal{C}}\)) \( \mathcal{C} \subset \text{int}(\mathcal{D}(\mathcal{F})) \cap \text{int}(\mathcal{D}(\partial \varphi)) \).

(A\(_{\mathcal{F}}\)) \( \mathcal{F} : \mathcal{C} \rightrightarrows \mathcal{C} \) is M-continuous relative to \( \varphi \).

(A\(_{\text{coer}}\)) For every \( s \in \mathcal{B}^* \), there are \( x_s \in \mathcal{C} \cap \mathcal{H}(v) \) with \( \varphi(x_s) < \infty \) and \( \sigma \in \Gamma \) such that for every \( y \in \mathcal{D}(\mathcal{F}) \) with \( \|y\| \) sufficiently large and every \( w \in \mathcal{F}(y) \), we have

\[
<w - s, y - x_s + \varphi(y) \geq -\sigma(\|y\|)\|y\|. \tag{6}
\]

Then the quasi variational inequality (1) has at least one solution.

**Proof.** We will divide the proof into several parts. Our objective is to show that the solution map \( \mathcal{J} : \mathcal{C} \rightrightarrows \mathcal{C} \) satisfies the assumptions imposed on the map \( \Psi \) in Theorem 2.1.

(I). For every \( v \in \mathcal{C} \), the set \( \mathcal{J}(v) \) is nonempty. Let \( v \in \mathcal{C} \) be arbitrary. We will show that there exists \( x \in \mathcal{H}(v) \) such that for some \( w \in \mathcal{F}(x) \), we have

\[
<w - f, z - x> \geq \varphi(x) - \varphi(z), \quad \text{for every } z \in \mathcal{H}(v). \tag{7}
\]

Define a set-valued map \( \mathcal{T} : \mathcal{B} \rightrightarrows \mathcal{B}^* \) by

\[
\mathcal{T}(x) = \mathcal{F}(x) + N_{\mathcal{H}(v)}(x) + \partial \varphi(x),
\]

where \( N_{\mathcal{H}(v)} \) is the normal map of \( \mathcal{H}(v) \). It is known that \( N_{\mathcal{H}(v)} \) is maximal monotone. Since \( \mathcal{D}(N_{\mathcal{H}(v)}) \cap \text{int}(\mathcal{D}(\mathcal{F})) \cap \text{int}(\mathcal{D}(\partial \varphi)) \neq \emptyset \), we notice that \( \mathcal{T} \) is a maximal monotone map with \( \mathcal{D}(\mathcal{T}) = \mathcal{H}(v) \) (see [45]). Hence, by the classical surjectivity results, for every \( n \in \mathbb{N} \), there exists \( x_n \in \mathcal{D}(\mathcal{T}) \) such that \( f \in \mathcal{T}(x_n) + \epsilon_n J(x_n) \), where \( \{\epsilon_n\} \subset \mathbb{R}_+ \) is such that \( \epsilon_n \downarrow 0 \). Therefore, for every \( y \in \mathcal{H}(v) \) and some \( w_n \in \mathcal{F}(x_n) \), \( v_n \in N_{\mathcal{H}(v)}(x_n) \), \( u_n \in \partial \varphi(x_n) \), we have \( \langle w_n + v_n + u_n + \epsilon_n J(x_n) - f, y - x_n \rangle = 0 \), which, due to the definitions of \( N_{\mathcal{H}(v)}(\cdot) \) and \( \partial \varphi(\cdot) \), implies that

\[
\langle w_n + \epsilon_n J(x_n) - f, y - x_n \rangle \geq \varphi(x_n) - \varphi(y), \quad \text{for every } y \in \mathcal{H}(v). \tag{8}
\]

We will show that \( \{x_n\} \) is bounded. In view of the above inequality, for every \( y \in \mathcal{H}(v) \), we have

\[
\langle w_n - f, x_n - y \rangle + \varphi(x_n) \leq \langle \epsilon_n J(x_n), y - x_n \rangle + \varphi(y) \leq -\epsilon_n \|x_n\| \|y - x_n\| + \varphi(y),
\]

where the second inequality follows from the properties of the duality map. By substituting \( y = x_s \) in the above inequality, and using (A\(_{\text{coer}}\)), we obtain

\[
-\sigma(\|x_n\|)\|x_n\| \leq \langle w_n - s, x_n - x_s \rangle + \varphi(x_n)
\leq -\langle s - f, x_n - x_s \rangle - \epsilon_n \|x_n\| \|y - x_n\| + \varphi(x_s)
\leq -\langle s - f, x_n - x_s \rangle + \varphi(x_s),
\]
Because $\varepsilon_n\|x_n\| (\|x_n\| - \|x_s\|)$ is positive for $\|x_n\|$ sufficiently large. Therefore,

$$\langle s - f, x_n \rangle \leq \sigma(\|x_n\|)\|x_n\| + \langle s - f, x_s \rangle + \varphi(x_s).$$

The above inequality, in view of Lemma 2.2, ensures that $\{x_n\}$ is bounded. Due to the reflexivity of $\mathcal{B}$, we extract a subsequence $\{x_{n_k}\}$ converging weakly to some $x$. The Minty formulation (see (9) below) of (8) reads

$$\langle w_z + \varepsilon_n J(z) - f, z - x_{n_k} \rangle \geq \varphi(x_{n_k}) - \varphi(z), \quad \text{for every } w_z \in \mathcal{F}(z), \text{ for every } z \in \mathcal{K}(v),$$

which, due to $(A_\varphi)$, under the limit $n \to \infty$, yields

$$\langle w_z - f, z - x \rangle \geq \varphi(x) - \varphi(z), \quad \text{for every } w_z \in \mathcal{F}(z), \text{ for every } z \in \mathcal{K}(v).$$

By invoking the Minty formulation once again, we obtain (7).

II Minty formulation holds. If $x \in \mathcal{K}(v)$ satisfies (7), then it is a solution of the following Minty variational inequality and vice versa: for every $z \in \mathcal{K}(v)$ and for every $u \in \mathcal{F}(z)$, we have

$$\langle u - f, z - x \rangle \geq \varphi(x) - \varphi(z). \quad (9)$$

The proof of the statement can be found in [2] or [19]. Notice that due to the assumption $(A_{\varphi})$, the arguments given in [2] for the case $\varphi \equiv 0$ are at once applicable to the present case. However, a direct proof can also be found in [19].

III For every $v \in \mathcal{G}$, $\mathcal{F}(v)$ is closed and convex. This is a direct consequence of (9) (see [19].)

IV The graph of the variational selection $\mathcal{F}$ is weakly closed. Let $\{(y_n, v_n)\} \subset \mathcal{G}(\mathcal{F})$ be such that $y_n \rightharpoonup y$ and $v_n \to v$. We will show that $(y, v) \in \mathcal{G}(\mathcal{F})$. The set $\mathcal{G}$ being convex and closed is also weakly closed, and consequently $v \in \mathcal{G}$. From the containment $(y_n, v_n) \in \mathcal{G}(\mathcal{F})$, we infer that $y_n \in \mathcal{K}(v_n)$ and that there exists $w_n \in \mathcal{F}(y_n)$ such that

$$\langle w_n - f, z - y_n \rangle \geq \varphi(y_n) - \varphi(z), \quad \text{for every } z \in \mathcal{K}(v_n). \quad (10)$$

Let us first prove that $\{w_n\}$ is bounded. Notice that $y_n \in \mathcal{K}(v_n)$, in view of M-continuity of $\mathcal{K}$, implies that $y \in \mathcal{K}(v)$. Moreover, there exists $\{z_n\}$ converging strongly to $y$ and such that $z_n \in \mathcal{K}(v_n)$ and $\varphi(z_n) \to \varphi(y)$. By substituting $z = z_n$ in (10), we obtain

$$\langle w_n - f, z_n - y_n \rangle \geq \varphi(y_n) - \varphi(z_n).$$

The view of Lemma 2.1 implies that there are constants $c > 0$ and $r > 0$ such that

$$r\|w_n - f\| \leq \langle w_n - f, y_n - y \rangle + c(\|y_n - y\|)$$

and consequently,

$$[r - \|z_n - y\|]\|w_n - f\| \leq c(\|y_n - \bar{x}\|) + \varphi(z_n) - \varphi(y_n).$$
Since the term \( \|z_n - y\| \) can be made arbitrarily small, and since the right-hand side of the above inequality remains bounded, we infer the boundedness of \( \{\|w_n - f\|\} \).

Let \( z \in \mathcal{K}(x) \) be arbitrary. Then for some \( \{z_n\} \) with \( z_n \in \mathcal{K}(x_n) \), \( z_n \to z \) and \( \varphi(z_n) \to \varphi(z) \), and for any \( w_z \in \mathcal{F}(z) \), we have

\[
\langle w_z, y_n - z \rangle \leq \langle w_z, y_n - z \rangle + \langle w_n - f, z_n - y_n \rangle + \varphi(z_n) - \varphi(y_n)
\]

\[
\leq \langle w_n, z_n - z \rangle + \langle w_n - w_z, z - y_n \rangle + \langle f, y_n - z \rangle + \varphi(z_n) - \varphi(y_n),
\]

where we used the monotonicity of \( \mathcal{F} \). By passing the above inequality to limit \( n \to \infty \), we obtain

\[
\langle w_z, y - z \rangle \leq \varphi(z) - \varphi(y) + \langle f, y - z \rangle.
\]

In other words, we have shown that for every \( z \in \mathcal{K}(v) \) and for every \( w_z \in \mathcal{F}(z) \), we have

\[
\langle w_z - f, z - y \rangle \geq \varphi(y) - \varphi(z).
\]

By using the Minty formulation, we deduce that \( (y, v) \in \mathcal{F}(\mathcal{K}) \).

(V) The set \( \mathcal{F}(\mathcal{K}) \) is bounded. This follows from the condition (24) and its use in part (I).

Therefore, we have shown that \( \mathcal{F} : \mathcal{C} \rightrightarrows \mathcal{C} \) is a set-valued map such that for every \( v \in \mathcal{C} \), the set \( \mathcal{F}(v) \) is nonempty, closed, and convex and the graph of \( \mathcal{F} \) is weakly closed. Moreover, the set \( \mathcal{F}(\mathcal{C}) \) is bounded. This means that all assumptions of Theorem 2.1 are fulfilled for the set-valued map \( \Psi = \mathcal{F} : \mathcal{C} \rightrightarrows \mathcal{C} \). From Theorem 2.1, we get that \( \mathcal{K} \) has at least one fixed point in \( \mathcal{C} \), and this yields that the quasi variational inequality (1) has at least one solution. \( \square \)

Remark 3.1. Theorem 3.1 uses a milder coercivity condition (6). This condition was introduced by Gyuan and Kartsatos [23] (see also [24]), who used it extensively in connection with solvability of set-valued operator equations. We also remark that the condition \( \mathcal{C} \subset \text{int}(\mathcal{D}(\partial \varphi)) \) can be weakened by using the Moreau-Yosida regularization of \( \partial \varphi \) (see Kenmochi [30]).

The following result holds by adopting the techniques of the above proof:

Corollary 3.1. Assume that the following conditions hold:

(A) \( \mathcal{F} : \mathcal{B} \rightrightarrows \mathcal{B}^* \) is a maximal monotone map.

(\( \varphi \)) \( \varphi : \mathcal{B} \to \mathbb{R} \) is a proper, convex, and lower-semicontinuous function.

(\( \mathcal{C} \)) \( \mathcal{C} \subset \text{int}(\mathcal{D}(\mathcal{F})) \cap \text{int}(\mathcal{D}(\partial \varphi)) \).

(\( \mathcal{F} \)) \( \mathcal{F} : \mathcal{C} \rightrightarrows \mathcal{C} \) is M-continuous relative to \( \varphi \).

(\( \varphi_{\text{coer}} \)) There exists \( x_0 \in \cap_{v \in \mathcal{C}} \mathcal{K}(v) \) with \( \varphi(x_0) < \infty \) such that for every \( w \in \mathcal{F}(x) \), we have

\[
\frac{\langle w, x - x_0 \rangle + \varphi(x)}{\|x\|} \to 0, \quad \text{as} \quad \|x\| \to 0.
\] (11)

Then the quasi variational inequality (1) has at least one solution.
We also recover the following new existence theorem for a set-valued variational inequality.

**Corollary 3.2.** Assume that the following conditions hold:

(A$\mathcal{F}$) $\mathcal{F} : \mathcal{B} \rightrightarrows \mathcal{B}^*$ is a maximal monotone map.

(A$\varphi$) $\varphi : \mathcal{B} \to \mathbb{R}$ is a proper, convex, and lower-semicontinuous function.

(C) $\mathcal{C} \subset \text{int}(\mathcal{D}(\mathcal{F})) \cap \text{int}(\mathcal{D}(\partial \varphi))$.

(A$\prime\prime$) For every $s \in \mathcal{B}^*$ there are $x_s \in \mathcal{C}$ with $\varphi(x_s) < \infty$ and $\sigma \in \Gamma$ such that for every $y \in \mathcal{D}(\mathcal{F})$ with $\|y\|$ sufficiently large and for every $w \in \mathcal{F}(y)$, we have

$$\langle w - s, y - x_s \rangle \geq -\sigma(\|y\|)\|y\|.$$

Then there exists an element $x \in \mathcal{C}$ such that for some $w \in \mathcal{F}(x)$, we have

$$\langle w - f, z - x \rangle \geq \varphi(x) - \varphi(z), \quad \text{for every } z \in \mathcal{C}. \quad (12)$$

Moreover, the set of all solutions of (12) is closed and convex. The solution is unique if either the map $\mathcal{F}$ is strictly monotone or the functional $\varphi$ is strictly convex.

**Proof.** The existence of a solution follows from Theorem 3.1 by taking $\mathcal{C} = K(x_n)$ for every $v \in \mathcal{C}$. The second part can be deduced from [2] and also proved in [19]. \qed

## 4 Regularization

It is our objective to study the solvability of regularized quasi variational inequalities by employing the results given in the previous section. Since we are interested in the applications of our results to inverse and ill-posed problems, we emphasize on the case when instead of the data $(\mathcal{F}, f, \varphi)$, only the contaminated data $(\mathcal{F}_\alpha, f_\beta, \varphi_\gamma)$ are available. Here $\{\alpha_n\}, \{\beta_n\}, \{\gamma_n\}$ are sequences of positive reals, signifying the level of error in a certain sense which will be made clear shortly. To simplify the notation, instead of $(\mathcal{F}_\alpha, f_\beta, \varphi_\gamma)$, we will use $(\mathcal{F}_n, f_n, \varphi_n)$. Let $\{\epsilon_n\}$ be another sequence of positive reals, and let $\mathcal{R} : \mathcal{B} \to \mathcal{B}^*$ be a single-valued, hemi-continuous, monotone, and coercive map with $\mathcal{D}(\mathcal{R}) = \mathcal{B}$ and $\|\mathcal{R}(x)\| \leq a\|x\| + b$, where $a$ and $b$ are constants.

We consider the following regularized quasi variational inequality: find $x_n \in \mathcal{C} \cap \mathcal{K}(x_n)$ such that for some $w_n \in \mathcal{F}_n(x_n)$, we have

$$\langle w_n + \epsilon_n \mathcal{R}(x_n) - f_n, z - x_n \rangle \geq \varphi_n(x_n) - \varphi_n(z), \quad \text{for every } z \in \mathcal{K}(x_n). \quad (13)$$

In the following, by $S_n(RQVI)$, we will represent the set of all solutions of (13). Here, the map $\mathcal{R}$ is termed as the regularization map, and $\epsilon_n > 0$ is the regularization parameter. Moreover, any solution $x_n \in \mathcal{C}$ of (13) is referred to as a regularized solution of quasi variational inequality (1).

The conditions that ensure that $S_n(RQVI)$ is non-empty are similar to those which are needed for the solvability (1), except that the coercivity is now achieved through the regularization operator. The following result explains the procedure:
Theorem 4.1. Assume for a fixed $n \in \mathbb{N}$, the following conditions hold:

$(A_{F_n})$ $F_n : \mathcal{B} \rightrightarrows \mathcal{B}^*$ is a maximal monotone map.

$(A_{\varphi_n})$ $\varphi_n : \mathcal{B} \to \mathbb{R}$ is a proper, convex, and lower-semicontinuous function.

$(A_C)$ $C \subset \text{int}(D(F_n)) \cap \text{int}(D(\partial \varphi_n))$.

$(A_{\mathcal{H}})$ $\mathcal{H} : C \rightrightarrows C$ is $M$-continuous relative to $\varphi_n$.

$(A_{R})$ $R : \mathcal{B} \to \mathcal{B}^*$ is hemi-continuous and monotone.

$(A''_{\text{coer}})$ $R : \mathcal{B} \to \mathcal{B}^*$ is a coercive map with $D(R) = \mathcal{B}$ and $\|R(x)\| \leq a\|x\| + b$, where $a$ and $b$ are constants. Furthermore, there exists $x_0 \in \bigcap_{v \in \mathcal{C}} K(v)$.

Then the regularized quasi variational inequality (13) admits a solution.

Proof. We claim that for any $x \in C$ and any $w \in F_n(x)$, the following coercivity condition holds:

$$\langle w + e_n R(x) - x_0, x - x_0 \rangle + \varphi_n(x) - \varphi_n(x_0) - \|x_0^*\| \|x - x_0\| \to \infty$$

as $\|x\| \to \infty$.

In fact, from the definition of $\partial \varphi(\cdot)$, for any $z \in D(\partial \varphi)$, we have

$$\varphi_n(x) \geq \varphi_n(x_0) + \langle x_0^*, x - x_0 \rangle,$$

for every $x_0^* \in \partial \varphi_n(x_0)$, for every $x \in C$.

which implies that

$$\varphi_n(x) \geq \varphi_n(x_0) - \|x_0^*\| \|x - x_0\|.$$

Further, by the properties of the map $R$, we have

$$\langle R(x) - x_0, x - x_0 \rangle \geq c(\|x\|) \|x_0\| - \|R(x)\| \|x_0\| - \|R(x_0)\| \|x - x_0\|,$$

where $c(r) \to \infty$ as $r \to \infty$. Therefore, for any $w \in F_n(x)$ and for any $w_0 \in F_n(x_0)$, we have

$$\langle w + e_n R(x) - x_0, x - x_0 \rangle + \varphi_n(x) \geq \langle e_n R(x_0) - w_0, x - x_0 \rangle - \|w_0\| \|x_0^*\| \|x - x_0\| - e_n \|R(x)\| \|x_0\| + \varphi_n(x_0) - e_n \|R(x)\| \|x_0\| + \varphi_n(x_0) + c(\|x\|) \|x\|,$$

from which the coercivity readily follows. The existence of a regularized solution then is ensured by Corollary 3.1. This completes the proof. \qed

Remark 4.1. The coercivity of the regularized map $F + e_n R$ is a direct consequence of the coercivity of $R$ as long as $F$ is monotone. However, for pseudo-monotone or generalized pseudo-monotone map $F$, the coercivity of $F + e_n R$ would demand additional conditions on $F$. 
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5 Convergence of bounded regularized solutions

In this section we will study the convergence of bounded regularized solutions of quasi variational inequality (1) and postpone the discussion of boundedness of such solutions until the next section. Let $\Phi$ be the collection of all bounded functions $\kappa: \mathbb{R}_+ \to \mathbb{R}_+$. We are now ready to introduce the conditions that characterize the perturbed data and connect it to the exact data.

**Assumption (A1):** There exists $\kappa \in \Phi$ such that for any $x \in C$, and for every $w \in F(x)$ and for every $\tilde{w} \in F_n(x)$, we have

$$\|w - \tilde{w}\| \leq \alpha_n \kappa(\|x\|), \quad \alpha_n > 0. \quad (14)$$

**Assumption (A2):** There are constants $c_1 > 0$ and $c_2 > 0$ and $\ell \in \Phi$ with $\ell(r) \leq c_1 r + c_2$, such that for any $x \in C$, we have

$$|\varphi_n(x) - \varphi(x)| \leq \gamma_n \ell(\|x\|), \quad \gamma_n > 0. \quad (15)$$

**Assumption (A3):** For $n \in \mathbb{N}$, $f_n \in B^*$ and satisfies $\|f_n - f\| \leq \beta_n$, $\beta_n > 0$.

**Assumption (A4):** For $\{\alpha_n, \beta_n, \gamma_n, \epsilon_n\}$ defined above, we have

$$\{\epsilon_n, \alpha_n, \beta_n, \gamma_n, \epsilon_n^{-1} \alpha_n, \epsilon_n^{-1} \beta_n, \epsilon_n^{-1} \gamma_n\} \to 0 \quad \text{as} \quad n \to \infty.$$  

**Theorem 5.1.** Assume that (A1)-(A4) hold, $S_n(RQVI) \neq \emptyset$ for every $n \in \mathbb{N}$, and $\bigcup_{n \in \mathbb{N}} S_n(RQVI)$ is bounded. Furthermore, suppose

$$(A'_\varphi) \quad F : B \Rightarrow B^* \text{ is bounded and generalized monotone.}$$

$$(A_\varphi) \quad \varphi : B \Rightarrow \mathbb{R} \text{ is a proper, convex, and lower-semicontinuous function.}$$

$$(A_k) \quad K : C \Rightarrow C \text{ is M-continuous relative to } \varphi.$$  

Then, any sequence $\{x_n\}$, where $x_n \in S_n(RQVI)$, has a subsequence that converges weakly to a solution of (1). The convergence is strong if $F$ possesses $S_+$ property.

**Proof.** Since the sequence $\{x_n\}$, where $x_n \in S_n(RQVI)$, is assumed to be bounded, and since $F$ is bounded, the reflexivity of $B$ ensures that we can extract a subsequence $\{(w_{i_n}, x_{i_n})\} \subset F(F)$ such that $w_{i_n}$ converges weakly to some $w \in B^*$, and $\{x_{i_n}\}$ converges weakly to some $x \in B$. For simplicity, we set $x_{i_n} = x_n$ and $w_{i_n} = w_n$. We will show that $x$ is a solution of (1).

From the definition of $x_n$, we deduce that $x_n \in C \cap K(x_n)$, and for some $u_n \in F_n(x_n)$, we have

$$\langle u_n + \epsilon_n \mathcal{R}(x_n) - f_n, z - x_n \rangle \geq \varphi_n(x_n) - \varphi_n(z), \quad \text{for every } z \in K(x_n). \quad (16)$$

The set $C$ being closed is weakly closed and hence $x \in C$. Moreover, $x_n \in K(x_n)$, due to the $M$-continuity of $K$, confirms that $x \in K(x)$. Let $\{\tilde{x}_n\}$ be such that $\tilde{x}_n \in K(x_n)$, $\tilde{x}_n \to x$ and $\varphi(\tilde{x}_n) \to \varphi(x)$. Substituting $z = \tilde{x}_n$ in (16) yields

$$\langle u_n + \epsilon_n \mathcal{R}(x_n) - f_n, \tilde{x}_n - x_n \rangle \geq \varphi_n(x_n) - \varphi_n(\tilde{x}_n). \quad (17)$$
Due to Assumption (A1), there exists a function $\kappa \in \Phi$ such that (14) holds for $w_n \in \mathcal{F}(x_n)$ which is defined above. This, by rearrangements of terms in (17), yields

$$
\langle w_n, x_n - \tilde{x}_n \rangle \leq \langle w_n - u_n, x_n - \tilde{x}_n \rangle + \phi_n(\tilde{x}_n) - \phi_n(x_n) + \langle \epsilon_n \mathcal{R}(x_n) - f_n, \tilde{x}_n - x_n \rangle
$$

$$
\leq \alpha_n \kappa(||x_n||) ||\tilde{x}_n - x_n|| + \phi_n(\tilde{x}_n) - \phi_n(x_n) + \langle \epsilon_n \mathcal{R}(x_n) - f_n, \tilde{x}_n - x_n \rangle.
$$

$$
\leq [\alpha_n \kappa(||x_n||) + \epsilon_n ||\mathcal{R}(x_n)|| + \beta_n] ||\tilde{x}_n - x_n|| - \langle f, \tilde{x}_n - x \rangle + \langle f, x_n - x \rangle + \phi(\tilde{x}_n) - \phi(x_n) + \gamma_n [\epsilon(||x_n||) + \ell(||\tilde{x}_n||)],
$$

where we used Assumptions (A1) and (A2). Therefore, by using the fact that $\{\epsilon_n, \alpha_n, \beta_n, \gamma_n\} \to 0$, we get

$$
\limsup_{n \to \infty} \langle w_n, x_n - \tilde{x}_n \rangle \leq \limsup_{n \to \infty} \{\phi(\tilde{x}_n) - \phi(x_n)\} \leq 0,
$$

and finally

$$
\limsup_{n \to \infty} \langle w_n, x_n - x \rangle \leq \limsup_{n \to \infty} \langle w_n, \tilde{x}_n - x \rangle \leq 0. \tag{18}
$$

The above inequality, in view of the generalized monotonicity of $\mathcal{F}$, ensures that $w \in \mathcal{F}(x)$ and $\lim_{n \to \infty} \langle w_n, x_n \rangle = \langle w, x \rangle$. We will show that

$$
\langle w - f, z - x \rangle \geq \phi(x) - \phi(z), \quad \text{for every } z \in \mathcal{H}(x).
$$

Let $z \in \mathcal{H}(x)$ be arbitrary, and let $\{z_n\}$ be such that $z_n \in \mathcal{H}(x_n)$, $z_n \to z$ and $\phi(z_n) \to \phi(z)$. Moreover, (16) holds with $z = z_n$. Using all this information, we have

$$
\langle w, x - z \rangle = \liminf_{n \to \infty} \langle w_n, x_n - z \rangle
$$

$$
\leq \limsup_{n \to \infty} \langle w_n - u_n, x_n - z \rangle + \limsup_{n \to \infty} \langle u_n, x_n - z_n \rangle + \limsup_{n \to \infty} \langle u_n, z_n - z \rangle
$$

$$
\leq \limsup_{n \to \infty} [\alpha_n \kappa(||x_n||) ||x_n - z|| + \limsup_{n \to \infty} [\epsilon_n ||\mathcal{R}(x_n)|| + \beta_n] ||\tilde{x}_n - x_n|| - \langle f, \tilde{x}_n - x \rangle + \langle f, x_n - x \rangle + \phi(\tilde{x}_n) - \phi(x_n) + \gamma_n [\epsilon(||x_n||) + \ell(||\tilde{x}_n||)],
$$

implying that

$$
\langle w - f, z - x \rangle \geq \phi(x) - \phi(z).
$$

Since $z \in \mathcal{H}(x)$ is arbitrary, and as we have already shown that $x \in C \cap \mathcal{H}(x)$, we conclude that $x$ is a solution of quasi variational inequality (1). The strong convergence of $\{x_n\}$ to $x$ is a direct consequence of $S_+$ property and (18). This completes the proof.

If the map $\mathcal{F}$ is monotone, then Assumption A1 can be considerably relaxed to the following:

**Assumption (A5):** There exists $\kappa \in \Phi$ such that for any $x \in C$, and for every $w \in \mathcal{F}(x)$ (respectively $w_n \in \mathcal{F}(x)$), there exists $\tilde{w} \in \mathcal{F}(x)$ (respectively $w \in \mathcal{F}(x)$) satisfying (14).

The following result gives the convergence analysis for monotone quasi variational inequalities.

**Theorem 5.2.** Assume that assumptions (A2)-(A5) hold, $S_n(RQVI) \neq \emptyset$ for every $n \in \mathbb{N}$, and $\bigcup_{n \in \mathbb{N}} S_n(RVI)$ is bounded. Furthermore, suppose that the following conditions hold:
where we used the monotonicity of same line of arguments as in the proof of Theorem 5.1, there exists a subsequence \( x \).

In particular, if \( (K_n) \), then \( \lim_{n \to \infty} \langle R(x_n), x_n - x \rangle \to 0 \) and we have

\[
\langle R(x), \bar{x} - x \rangle \geq 0 \quad \text{for every } \bar{x} \in \mathcal{F}(x). \tag{19}
\]

In particular, if \( R = J \), the normalized duality map, then the element \( x \) is a minimal norm element of \( \mathcal{F}(x) \). If additionally the space \( B \) is uniformly convex, then the convergence to \( x \) is strong.

**Proof.** Let \( \{x_n\} \), where \( x_n \in S_n(RQVI) \), be the sequence of regularized solutions of (1). By the same line of arguments as in the proof of Theorem 5.1, there exists a subsequence \( \{x_n\} \) converging weakly to some \( x \in C \cap \mathcal{K}(x) \). Moreover, for an arbitrary \( z \in \mathcal{K}(x) \) and some \( \{z_n\} \) with \( z_n \in \mathcal{K}(x_n), z_n \to z \) and \( \varphi(z_n) \to \varphi(z) \), we have

\[
\langle u_n + \epsilon_n R(x_n) - f_n, z_n - x_n \rangle \geq \varphi_n(x_n) - \varphi_n(z_n), \tag{20}
\]

where \( u_n \in \mathcal{F}(x_n) \). For the moment assume that \( \{u_n\} \) is bounded. Due to Assumption (A5), there exists \( \{w_n\} \) with \( w_n \in \mathcal{F}(x_n) \) satisfying (14). For any \( w \in \mathcal{F}(z) \), we have

\[
\langle w, x - z \rangle = \liminf_{n \to \infty} \langle w_n, x_n - z \rangle \\
\leq \langle w, x - z \rangle + \langle u_n + \epsilon_n R_n(x_n) - f_n, z_n - x_n \rangle + \varphi_n(z_n) - \varphi_n(x_n) \\
\leq \langle u_n - w_n, z_n - x_n \rangle + \langle \epsilon_n R(x_n) - f_n, z_n - x_n \rangle + \\
\langle w_n, z_n - z \rangle + \langle w_n - w_n, z - x_n \rangle + \varphi_n(z_n) - \varphi_n(x_n) \\
\leq \langle u_n - w_n, z_n - x_n \rangle + \langle \epsilon_n R(x_n) - f_n, z_n - x_n \rangle + \langle w_n, z_n - z \rangle + \varphi_n(z_n) - \varphi_n(x_n),
\]

where we used the monotonicity of \( \mathcal{F} \). Therefore,

\[
\langle w, x - z \rangle = \liminf_{n \to \infty} \langle w_n, x_n - z \rangle \\
\leq \liminf_{n \to \infty} \langle u_n, x_n - x \rangle + \langle \epsilon_n R(x_n) \rangle + \langle \beta_n \rangle \langle x_n - x_n \rangle + \\
\langle f, x_n - z_n \rangle + \langle w_n, x_n - z \rangle + \gamma_n \langle \ell(\|x_n\|) + \ell(\|z_n\|) \rangle + \varphi(z_n) - \varphi(x_n) \\
\leq \varphi(z) - \varphi(x) + \langle f, x - z \rangle.
\]

In the above, we used the fact that due to the boundedness of \( \{u_n\} \), the sequence \( \{w_n\} \) is bounded as well. In conclusion, we have shown that for any \( z \in \mathcal{K}(x) \) and for any \( w \in \mathcal{F}(z) \), we have

\[
\langle w - f, z - x \rangle \geq \varphi(x) - \varphi(z).
\]
Employing the equivalent Minty formulation, for some \( w \in \mathcal{F}(x) \), we have
\[
\langle w - f, z - x \rangle \geq \varphi(x) - \varphi(z), \quad \text{for every } z \in \mathcal{K}(x).
\]
This, in view of the fact that \( x \in \mathcal{C} \cap \mathcal{K}(x) \), confirms that \( x \) is a solution of (1).

To finish the proof, we have to show that \( \{u_n\} \) is bounded. Let \( \bar{x} \in \mathcal{K}(x) \) be arbitrary, and let \( \{z_n\} \) be such that \( z_n \in \mathcal{K}(x_n) \), \( z_n \to \bar{x} \) and \( \varphi(z_n) \to \varphi(\bar{x}) \). In view of Lemma 2.1, for \( w_n \in \mathcal{F}(x_n) \) satisfying (14), there are constants \( c > 0 \) and \( r > 0 \), such that
\[
r\|w_n - f\| \leq \langle w_n - f, x_n - \bar{x} \rangle + c(r + \|x_n - \bar{x}\|)
\]
\[
= \langle w_n - f, x_n - z_n \rangle + \langle w_n - f, z_n - \bar{x} \rangle + c(r + \|x_n - \bar{x}\|)
\]
\[
\leq [\alpha_n \kappa(\|x_n\|) + \beta_n + \epsilon_n \|R(x_n)\|] \|x_n - z_n\| + \|w_n - f\| \|z_n - \bar{x}\|
\]
\[
+ c(r + \|x_n - \bar{x}\|) + \varphi(z_n) - \varphi(x_n),
\]
where we used (20). The above inequality, taking into account that \( \lim_{n \to \infty} \|z_n - \bar{x}\| = 0 \), ensures the boundedness of \( \{\|w_n - f\|\} \). This further confirms the boundedness of \( \{u_n\} \).

We now proceed to establish the remaining claims. By the above arguments, we have shown that \( x \in \mathcal{C}(x) \). If \( \mathcal{C}(x) \) is a singleton, then (19) follows trivially. Otherwise, let \( \bar{x} \in \mathcal{C}(x) \) be chosen arbitrarily. Therefore, for some \( \tilde{w} \in \mathcal{F}(\bar{x}) \), we have
\[
\langle \tilde{w} - f, z - \bar{x} \rangle \geq \varphi(\bar{x}) - \varphi(z), \quad \text{for every } z \in \mathcal{K}(x).
\]
(21)

For this \( \bar{x} \), let \( \{z_n\} \) be such that \( z_n \in \mathcal{K}(x_n) \), \( \epsilon_n^{-1} \|z_n - \bar{x}\| \), and \( \epsilon_n^{-1} |\varphi(z_n) - \varphi(\bar{x})| \). Furthermore, let \( \{\tilde{x}_n\} \subset \mathcal{K}(\bar{x}) \) be such that \( \epsilon_n^{-1} |\tilde{x}_n - y_n| \to 0 \) and \( \epsilon_n^{-1} |\varphi(z_n) - \varphi(y_n)| \to 0 \). These sequences exist due to the fast M-continuity of \( \mathcal{K} \). By manipulating terms in (20) and by using (21), we have
\[
\epsilon_n \langle \mathcal{R}(x_n), x_n - z_n \rangle \leq \epsilon_n \langle \mathcal{R}(x_n), x_n - \bar{x} \rangle + \epsilon_n \langle \mathcal{R}(x_n), z_n - \bar{x} \rangle
\]
\[
\leq \langle u_n - f_n, z_n - x_n \rangle + \varphi(z_n) - \varphi(x_n) + \epsilon_n \langle \mathcal{R}(x_n), z_n - \bar{x} \rangle
\]
\[
\leq \langle u_n - f_n, z_n - \bar{x} \rangle + \langle u_n - f_n, \tilde{x} - x_n \rangle + \varphi(z_n) - \varphi(x_n) + \epsilon_n \langle \mathcal{R}(x_n), z_n - \bar{x} \rangle
\]
\[
\leq [\|u_n - f_n\| + \epsilon_n \|\mathcal{R}(x_n)\|] \|z_n - \bar{x}\| + \langle u_n - \tilde{w} - f_n + f, \tilde{x} - x_n \rangle +
\]
\[
\varphi(z_n) - \varphi(x_n) + \gamma_n [\ell(\|z_n\|) + \ell(\|x_n\|)] + \langle \tilde{w} - f_n + f_n, \tilde{x}_n - x_n \rangle +
\]
\[
\alpha_n \kappa(\|x_n\|) + \beta_n \|x_n - \bar{x}\| + \gamma_n [\ell(\|z_n\|) + \ell(\|x_n\|)] + \langle \tilde{w} - f_n + f_n, \tilde{x}_n - x_n \rangle +
\]
\[
\varphi(z_n) - \varphi(x_n) + \varphi(\tilde{x}_n) - \varphi(\bar{x}),
\]
where we used monotonicity of \( \mathcal{F} \). This confirms that
\[
\langle \mathcal{R}(x_n), x_n - \tilde{x} \rangle \leq \epsilon_n^{-1} \|z_n - \bar{x}\| [\|u_n - f_n\| + \epsilon_n \|\mathcal{R}(x_n)\|] + \epsilon_n^{-1} \gamma_n [\ell(\|z_n\|) + \ell(\|x_n\|)] +
\]
\[
+ \epsilon_n^{-1} \beta_n \|x_n - \tilde{x}\| + \langle \tilde{w} - f, \epsilon_n^{-1}(\tilde{x}_n - x_n) \rangle + \epsilon_n^{-1} [\varphi(z_n) - \varphi(\bar{x}) + \varphi(\tilde{x}_n) - \varphi(x_n)],
\]
implying \( \limsup_{n \to \infty} \langle \mathcal{R}(x_n), x_n - \tilde{x} \rangle \leq 0 \). This, in view of the monotonicity of \( \mathcal{F} \), yields
\[
\langle \mathcal{F}(\bar{x}), x - \bar{x} \rangle = \liminf_{n \to \infty} \langle \mathcal{F}(\bar{x}), x_n - \bar{x} \rangle \leq \limsup_{n \to \infty} \langle \mathcal{F}(x_n), x_n - \bar{x} \rangle.
\]
Since \( \tilde{x} \in \mathcal{C}(x) \) was chosen arbitrarily, the Minty formulation ensures that (19) holds. Furthermore, by repeating the above arguments for the choice \( \tilde{x} = x \), we obtain \( \langle \mathcal{F}(x_n) - \mathcal{F}(x), x_n - x \rangle \to 0 \). In particular, if \( \mathcal{F} \) is the normalized duality map \( J \), then the above considerations at once imply that \( \|x_n\| \to \|x\| \) and \( x \) is a minimal norm element of \( \mathcal{C}(x) \). If additionally, \( \mathcal{F} \) is uniformly convex, then we deduce that \( \{x_n\} \) converges strongly to \( x \).  \\
\[\square\]
6 Boundedness of regularized solutions

In this section we give conditions that ensure that regularized solutions of (1) are bounded. We begin by showing that the solvability of (1), along with a boundedness assumption on the associated variational selection, confirms the boundedness of the regularized solutions.

**Theorem 6.1.** Assume that assumptions (A2)-(A5) hold. Assume that \( \mathcal{F}_n \) is \( \delta_n \)-relaxed monotone with \( 0 < \delta_n < \delta \). Assume that for \( v \in \mathcal{C} \), and for \( n \in \mathbb{N} \), \( \mathcal{I}_n(v) \neq \emptyset \), \( \mathcal{I}(v) \neq \emptyset \), and \( \mathcal{I}(\mathcal{C}) \) is bounded. Then the sequence \( \{x_n\} \), where \( x_n \in S_n(RQVI) \), is bounded.

**Proof.** Let \( \{x_n\} \), where \( x_n \in S_n(RQVI) \), be a sequence of regularized solutions. For a fixed but arbitrary \( v \in \mathcal{C} \), let \( x_n^v \in \mathcal{I}_n(v) \). Consequently, \( x_n^v \in \mathcal{K}(v) \) and for some \( w_n^v \in \mathcal{F}_n(x_n^v) \), we have

\[
\langle w_n^v + e_n(x_n^v) - f_n, z - x_n \rangle \geq \varphi_n(x_n^v) - \varphi_n(z), \quad \text{for every } z \in \mathcal{K}(v).
\]

(22)

Now let \( x^v \in \mathcal{I}(v) \) be arbitrary. Then \( x^v \in \mathcal{K}(v) \) and for some \( w^v \in \mathcal{F}(x^v) \), we have

\[
\langle w^v - f, z - x^v \rangle \geq \varphi(x^v) - \varphi(z), \quad \text{for every } z \in \mathcal{K}(v).
\]

(23)

Due to Assumption (A5), there exists \( \bar{w}_n^v \in \mathcal{F}_n(x^v) \) such that \( \|\bar{w}_n^v - w^v\| \leq \alpha_n \kappa(\|x^v\|) \). Therefore,

\[
\langle w^v - \bar{w}_n^v, x_n^v - x^v \rangle = \langle w^v - \bar{w}_n^v, x_n^v - x^v \rangle - \langle \bar{w}_n^v - w_n^v, x_n^v - x^v \rangle \leq [\alpha_n \kappa(\|x^v\|) + \delta_n] \|x_n^v - x^v\|,
\]

where we used the assumption that \( \mathcal{F}_n \) is \( \delta_n \)-relaxed monotone.

By setting \( z = x^v \) in (22), \( z = x_n^v \) in (23), and rearranging the resulting inequalities, we get

\[
e_n(\mathcal{R}(x_n^v), x_n^v - x^v) \leq \langle w^v - w_n^v, x_n^v - x^v \rangle + \langle f - f_n, x_n^v - x^v \rangle + \varphi_n(x_n^v) - \varphi_n(x^v) + \varphi(x^v) - \varphi(x_n^v)
\]

\[
\leq [\alpha_n \kappa(\|x^v\|) + \beta_n + \gamma_n] \|x_n^v - x^v\| + \gamma_n \ell(\|x^v\|) + \ell(\|x_n^v\|).
\]

Due to the boundedness of \( \mathcal{I}(\mathcal{C}) \), \( \|x^v\| \) remains bounded, and consequently, the above estimate ensures that \( \|x_n^v\| < C \), where \( C \) is a constant independent of \( v \in \mathcal{C} \). This ensures that \( \{x_n\} \) remains bounded. The proof is complete.

In the following result we prove the boundedness of regularized solution under a coercivity condition imposed on the perturbed operator and the exact operator, respectively.

**Theorem 6.2.** Assume that \( S_n(RQVI) \neq \emptyset \) for \( n \in \mathbb{N} \), and assumptions (A3)-(A4) hold. Assume that for a given sequence \( \{x_n\} \subset \mathcal{C} \), there is a bounded sequence \( \{z_n\} \) with \( z_n \in \mathcal{K}(x_n) \) and \( \varphi_n(z_n) < \infty \) such that \( \limsup \varphi_n(z_n) < \infty \). Assume that one of the following two conditions holds:

(A) For any sequence \( \{(w_n, x_n)\} \subset \mathcal{I}(\mathcal{F}_n) \) with \( \|x_n\| \to \infty \), we have

\[
\frac{\langle w_n, x_n - z_n \rangle + \varphi_n(x_n)}{\|x_n\|} \to \infty.
\]

(24)

(B) Assume that assumptions (A2)-(A5) hold, \( \mathcal{F}_n \) is monotone, and \( \mathcal{F} \) and \( \varphi \) are as in Corollary 3.2. Assume that for any sequence \( \{(w_n, x_n)\} \subset \mathcal{I}(\mathcal{F}) \) with \( \|x_n\| \to \infty \), (24) holds.
Then the sequence \( \{x_n\} \), where \( x_n \in S_n(RQVI) \) is chosen arbitrarily, is bounded.

**Proof.** (A) Let \( \{x_n\} \) be unbounded and let \( \{x_n\} \) be a subsequence such that \( ||x_n|| \to \infty \). The definition of \( \{x_n\} \) implies that \( x_n \in C \cap K(x_n) \) and for some \( w_n \in \mathcal{F}(x_n) \), we have
\[
\langle w_n + \varepsilon_n \mathcal{R}(x_n) - f_n, z - x_n \rangle \geq \varphi_n(x_n) - \varphi_n(z), \quad \text{for every } z \in K(x_n).
\] (25)

By substituting \( z = z_n \) in the above inequality and rearranging the terms, we obtain
\[
\frac{\langle w_n, x_n - z_n \rangle + \varphi_n(x_n)}{||x_n||} \leq \frac{\varepsilon_n \langle \mathcal{R}(x_n) - f_n, z_n - x_n \rangle + \varphi_n(z_n)}{||x_n||} \leq \frac{\varepsilon_n \langle \mathcal{R}(z_n) \rangle + ||f|| + \beta_n}{||x_n||} + \frac{\varphi_n(z_n)}{||x_n||},
\]
where we used the monotonicity of \( \mathcal{R} \). The above inequality implies that
\[
\frac{\langle w_n, x_n - z_n \rangle + \varphi_n(x_n)}{||x_n||} \leq \varepsilon_n \langle \mathcal{R}(z_n) \rangle + ||f|| + \beta_n \left[ 1 + \frac{||z_n||}{||x_n||} \right] + \varphi_n(z_n),
\]
\[
\text{since the right-hand side term of above inequality remains bounded as } ||x_n|| \to \infty, \text{ the coercivity condition (24) is violated. Therefore, } \{x_n\} \text{ must be bounded.}
\]

(B) Given \( \{x_n\} \), where \( x_n \in S_n(RQVI) \), we generate another sequence \( \{y_n\} \) such that for \( n \in \mathbb{N} \), \( y_n \) solves the following variational inequality on \( K(x_n) \): find \( y \in K(x_n) \) such that for some \( u \in \mathcal{F}(y) \), we have
\[
\langle u + \varepsilon_n \mathcal{R}(y) - f, z - y \rangle \geq \varphi(y) - \varphi(z), \quad \text{for every } z \in K(x_n).
\] (26)

A solution \( y_n \in K(x_n) \) exists due to the imposed condition on the data. By following the same line of arguments as in the proof of part (A), we obtain the boundedness of the sequence \( \{y_n\} \). We will now employ the boundedness of \( \{y_n\} \) to show that \( \{x_n\} \) is bounded as well. We substitute \( z = x_n \) in (26) (with \( y = y_n \) and \( u = u_n \)) and \( z = y_n \) in (25), and add the resulting inequalities to obtain
\[
\langle u_n - v_n, x_n - y_n \rangle + \langle v_n - w_n + f_n - f, x_n - y_n \rangle \geq \varepsilon_n \langle \mathcal{R}(y_n) - \mathcal{R}(x_n), y_n - x_n \rangle + \varphi(y_n) - \varphi(x_n) + \varphi(y_n) - \varphi(x_n),
\]
where \( v_n \in \mathcal{F}(y_n) \) is such that \( ||v_n - u_n|| \leq \alpha_n \kappa(||y_n||) \). The above inequality implies
\[
\left[ \alpha_n \kappa(||y_n||) + \beta_n + \varepsilon_n \langle \mathcal{R}(y_n) \rangle \right] ||y_n - x_n|| + \varepsilon_n ||\mathcal{R}(x_n)|| ||y_n||
\]
\[
+ \gamma_n \left[ \epsilon(||x_n||) + \epsilon(||y_n||) \right] \geq \varepsilon_n \langle \mathcal{R}(y_n), x_n \rangle,
\]
where we used the monotonicity of \( \mathcal{F}_n \). This further implies that
\[
\left[ \frac{\alpha_n}{\varepsilon_n} \kappa(||y_n||) + \frac{\beta_n}{\varepsilon_n} + \frac{\epsilon(||y_n||)}{||x_n||} \right] ||y_n|| + \frac{||\mathcal{R}(x_n)|| ||y_n||}{||x_n||} + \frac{\gamma_n}{\varepsilon_n} \left[ \epsilon(||x_n||) + \epsilon(||y_n||) \right] \geq m(||x_n||).
\]
If there is a subsequence \( \{x_n\} \) such that \( ||x_n|| \to \infty \) as \( n \to \infty \), then \( m(||x_n||) \to \infty \); however, since the left side of the above inequality remains bounded, this is impossible. Therefore, \( \{x_n\} \) must be bounded. This completes the proof. \( \square \)
7 Applications

7.1 Quasi hemi-variational inequalities

Let $\mathcal{B}$ be a uniformly convex Banach space with a strictly convex topological dual $\mathcal{B}^\ast$. Let $\mathcal{C}$ be a nonempty, closed, and convex subset of $\mathcal{B}$, and let $\mathcal{K} : \mathcal{C} \rightrightarrows \mathcal{C}$ be a set-valued map such that for every $v \in \mathcal{C}$, the set $\mathcal{K}(v)$ is nonempty, closed and convex. Let $\mathcal{F} : \mathcal{B} \rightrightarrows \mathcal{B}^\ast$ be a given set-valued map, let $h : \mathcal{B} \to \mathbb{R}$ be a locally Lipschitz functional, and let $f \in \mathcal{B}^\ast$.

A genuine class of set-valued variational and quasi variational inequalities consists of subdifferential maps. Of particular relevance to this discussion is the Clarke’s subgradient (see [14]). Given $h : \mathcal{B} \to \mathbb{R}$, locally Lipschitz near some $x \in \mathcal{B}$, the generalized derivative of $h$ at $x$ in direction $y \in \mathcal{B}$, denoted by $h^0(x,y)$, is defined by

$$h^0(x,y) = \limsup_{z \to x, \lambda \to 0} \lambda^{-1} [h(z + \lambda y) - h(z)],$$

where $z \in \mathcal{B}$, and $\lambda > 0$. Then the Clarke’s subgradient of $h$ at $x$, denoted by $\partial h(x)$, is given by

$$\partial h(x) = \{ w \in \mathcal{B}^\ast | \quad h^0(x,y) \geq \langle w,y \rangle, \quad \forall \ y \in \mathcal{B} \}.$$

Let us now consider the following quasi hemi-variational inequality: find $x \in \mathcal{C} \cap \mathcal{K}(x)$, such that for some $w \in \mathcal{F}(x)$ and some $u \in \partial h(x)$, we have

$$\langle w + u - f, z - x \rangle \geq 0 \quad \text{for every} \quad z \in \mathcal{K}(x). \quad (27)$$

If $\mathcal{F}$ is $m$-strongly monotone, and $\partial h$ is $m$-relaxed monotone, then the map $\mathcal{F} + \partial h$ is monotone, and our general theory can be applied to $(27)$. An analogue of $(27)$ for a single-valued $\mathcal{F}$ is studied in [37] (see also [38]).

7.2 Inverse problems

Assume that $V$ is Hilbert space, $\mathcal{B}$ is a reflexive Banach space, and $A \subset \mathcal{B}$ is convex, and closed. We assume that $T : \mathcal{B} \times V \times V \to \mathbb{R}$ is a continuous and coercive trilinear form $T(a,u,v)$. Assume that $T(a,u,v)$ is symmetric in $u, v$. Finally, we assume that $m$ is a bounded linear functional on $V$. Then, for any $a \in A$, it follows from the Riesz representation theorem that the following variational equation has a unique solution $u \in V$:

$$T(a,u,v) = m(v) \quad \text{for all} \quad v \in V. \quad (28)$$

We focus on the inverse problem associated with the direct problem $(28)$ which is the following: Given a measurement of $u$, say $z$, estimate the coefficient $a$ which together with $u$ makes $(28)$ true.

By the Riesz representation theorem, there is an isomorphism $E : V \to V^\ast$ defined by

$$(Eu)(v) = \langle u,v \rangle_V \quad \text{for all} \quad v \in V.$$

For each $(a,u) \in A \times V$, $T(a,u, \cdot ) - m(\cdot ) \in V^\ast$. We define $e(a, u)$ to be the pre-image under $E$ of this element:

$$\langle e(a,u), v \rangle_V = T(a,u,v) - m(v) \quad \text{for all} \quad v \in V.$$
For a fixed $z \in V$, we consider the following minimization problem. Find $a^* \in A$ by solving
\[
\min_{a \in A} J(a) = \|e(a, z)\|_V^2.
\] (29)

The functional $J$ being convex, a necessary and sufficient optimality condition for (29) is a variational inequality involving the Fréchet derivative of $J(\cdot)$, defined by $\langle J'(a), b \rangle = 2\langle e(a, z), e_1(a, z) \rangle_V$, where $e_1$ is given by $\langle e_1(a, z), v \rangle = T(a, z, v)$ for all $v \in V$.

Since $J$ is convex, the map $J'$ is monotone, and hence our general theory can be applied to a perturbed analogue of the equation error approach (see [21]).

8 Concluding remarks

In this work, we studied weak and strong convergence of regularized solutions of quasi variational inequalities with set-valued maps. It would be of interest to extend our results to parabolic variational inequalities with set-valued maps. One of the main advantages of the regularization approach is that it can be successfully coupled with some iterative schemes, for instance in the so-called principle of iterative regularization (see [6]). It would be of advantage to extend this approach for quasi variational inequalities. Another useful topic that is well worth investigating, is the notion of generalized solution of quasi variational inequalities, investigated by Bruckner [10]. It seems that the generalized solutions could become a useful tool for quasi variational inequalities with pseudo-monotone or generalized monotone maps. In recent years there have been many developments in vector variational and quasi variational inequalities. However, the studies related to regularization and penalization of these problems are lacking. The results of this paper should be extended to vector quasi variational inequalities. We strongly believe that the scalarization techniques developed in the monograph [22] can be combined with the results of this paper to give new existence and perturbation results for vector variational and quasi variational inequalities.
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